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This thesis discusses three problems around the common theme of pairing off agents. While

the techniques vary, in each problem we observe that careful application of classical and

well-understood techniques can still lead to progress.

In Chapter Two, we study the classical combinatorial problem of stable matchings. Stable

matchings were introduced in 1962 in a seminal paper by Gale and Shapley. In this chapter,

we provide a new upper bound on f(n), the maximum number of stable matchings that an

instance with n men and n women can have. The best lower bound prior to our work was

approximately 2.28n, and the best upper bound was 2n logn−O(n). We show that for all n,

f(n) ≤ cn for some universal constant c. Our bound matches the lower bound up to the base

of the exponent.

In Chapter Three, we discuss online matching. The Min-Cost Perfect Matching with

Delays Problem (MPMD) has been the subject of a recent flurry of activity in algorithm

design. In the problem, a series of requests appear over time in a metric space, with the

locations and timing determined by an adversary. The algorithm designer is charged with

pairing off all the requests, attempting to minimize the sum of the amount of time the



requests have to wait (between appearance and being matched) and the distances between

the matched requests.

We discuss our initial work on the problem, which shows that if the requests come from

an unknown probability distribution (rather than from an adversary) a simple algorithm

(that we call “ball growing”) achieves excellent performance. We also adapt the core idea of

the algorithm to the adversarial case, and show that a slight modification of the same simple

idea suffices to match the best-known algorithms for MPMD.

In Chapter Four, we discuss a different type of matching – creating matchups in sports

tournaments. Our work is inspired by an incident in the 2012 Olympic Badminton tour-

nament where both teams playing in a match were incentivized to lose that match (and

attempted to do so). In 2016, the tournament was redesigned, with the stated goal of elim-

inating misaligned incentives; we show the redesign failed in this goal. We then describe

a minimally-manipulable tournament rule which could be reasonably implemented, while

maintaining many of the subtler features of the current tournament that a designer would

want.
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Chapter 1

INTRODUCTION

This thesis discusses three problems of pairing agents. In Chapter 2, we show that a

stable matching instance with n agents on each side can have at most cn stable matchings

(where c is a universal constant). Chapter 2 is based on a paper with Anna Karlin and

Shayan Oveis Gharan that appeared in STOC 2018 [KOGW18].

In Chapter 3, we discuss a simple idea for solving online matching problems. We show that

algorithms based on this idea can achieve excellent performance when requests are stochastic,

and can match the best-known algorithms when requests are adversarial. Chapter 3 is based

on a manuscript written with Anna Karlin, Shayan Oveis Gharan, and Alireza Rezaei.

In Chapter 4, we design a practical and approximately strategy-proof tournament for

use in competitions like Olympic Badminton (which have experienced teams manipulating

match results). Our tournaments match strategy-proofness results already in the literature

while maintaining practical benefits that other tournaments have lacked. Chapter 4 is based

on a manuscript written with Nick Liu, Jainul Vaghasia, and Sierra Wang.

1.1 Counting Stable Matchings

A stable matching instance is formed by two sets of n agents (commonly referred to as

“men” and “women”), with each agent holding a preference list ordering (all of) the agents

in the other set. A stable matching pairs each man to exactly one woman, such that there

is no blocking pair. A blocking pair is a man-woman pair (m,w) where m and w are not

matched to each other, m would rather be with w than his partner, and w would rather be

with m than her partner. Gale and Shapley’s paper introducing stable matchings contains

two surprising facts about this problem: regardless of the preference lists, a stable matching
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Figure 1.1: A stable matching instance with two possible stable matchings. The blue match-

ing is stable because the men both have their first choices. The green matching is stable

because the women both have their first choices.

always exists; and for some sets of preference lists more than one stable matching can exist.

See Figure 1.1.

Once one realizes that the number of stable matchings can vary, it is a very natural

question to ask how quickly the number of stable matchings can grow. The question has

appeared in short lists of open problems on stable matchings created by Knuth [Knu76] and

Gusfield and Irving [GI89].

We study the asymptotics of f(n), the maximum number of stable matchings in an

instance with n agents on each side of the matching. For intuition, we recall the well-known

fact that f(n) ≥ 2n/2. The instance consists of n/2 independent copies of the instance in

Figure 1.1. That is, men 2i+ 1, 2i+ 2 and women 2i+ 1, 2i+ 2 have each other as their top

choices (where the rankings in Figure 1.1 correspond to i = 1), and arbitrary lists thereafter.

Observe that for each i, we can choose either the green matching or the blue matching,

and there are no blocking pairs between the sub-instances. Thus we have 2n/2 matchings as

claimed.

1.1.1 Tools

Our main tool in this chapter is the “rotation poset,” an object first described by Irving

and Leather [IL86]. The rotation poset provides a succinct description of the set of stable
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matchings. One can describe a set of polynomially-many “rotations” (intuitively, short

descriptions of exchanges of partners that make one side slightly better-off at the expense of

the other). It turns out these rotations are partially ordered, giving extra structure to the

set.

1.1.2 Our Contribution

We introduce the notion of a “mixing poset.” It turns out that rotation posets can be decom-

posed into a small set of paths, such that these paths must intersect each other frequently.

The notion of “mixing” is novel, though the proof that rotation posets have the mixing

property is simply a combination of well-established observations about those posets.

It turns out that mixing posets always have an element that is somewhat “central” (that

is one which both dominates and is dominated-by a large fraction of the elements). Using

basic combinatorics, we can guarantee the existence of this central element. That central

element can be used to build a recurrence, and thus a new bound on the number of stable

matchings.

Specifically, we show in Theorem 2.1.1 that f(n) ≤ cn for some constant c. Since there

are lower bounds of the form f(n) ≥ c′n for other constants c′, we now know that f(n) grows

as 2Θ(n).

1.2 Online Matching

The Min-Cost Perfect Matching with Delays Problem has become a very popular subject

of study in the online algorithms community. Inspired by ridesharing platforms, like Lyft

and Uber, the problem asks the algorithm designer to pair requests appearing over time in

a metric space. An algorithm matches requests irrevocably (i.e. once requests are paired

off, they are permanently matched). The quality of a matching is the sum (over all matched

pairs) of the distance between the paired requests and the time all requests had to wait to

be matched.

Algorithms are evaluated using competitive analysis. The “competitive ratio” of an
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algorithm is the worst possible ratio between the cost of the algorithm, and the cost of the

best possible matching (i.e., one made with total foresight). The best-known competitive

ratio for MPMD algorithms is O(log n), shown by Azar, Chiplunkar, and Kaplan [ACK17].

We also discuss a stochastic version of the problem, where requests are drawn from a

probability distribution (rather than being chosen by an adversary).

1.2.1 Tools

There are two main threads in prior work on MPMD: one studying randomized algorithms,

the other deterministic ones. Randomized algorithms frequently make use of “hierarchically

separated trees (HSTs).” These trees are methods of approximating arbitrary discrete metric

spaces (like those where our requests appear) with tree metrics. Embedding into HSTs alters

the metric, which may increase error. However, the tree metric is much more structured than

an arbitrary metric space. This simpler space lets us design better algorithms, compensating

for the distortion between the original metric space and the one we optimize for.

Critical to the HST approach is that creating the HST is a random process, where the

adversary cannot see the exact result.1

1.2.2 Our Contributions

We make two contributions. The first is to discuss randomized MPMD algorithms through

the lens of “ball-growing.” Our new algorithms, and multiple prior algorithms in the litera-

ture can be viewed through this lens, and we emphasize this common thread. We think of

every request steadily growing a “ball” around it (encompassing more of the metric space).

Matching rules can then be phrased in terms of balls intersecting. This perspective naturally

shows the goals of the algorithms – balancing the distance between points and the waiting

time they are forced to incur. Our “odd-ball-growing” algorithm matches the best-known

1When embedding into the HST, the distances between some pairs are “distorted” more than others. If
the adversary knew which pairs were most distorted, they could exploit the algorithm treating those pairs
as more distant than they actually are.
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behavior of existing algorithms for MPMD2. Compare Theorem 3.3.3 and Theorem 3.7.1.

We also show the versatility of the “ball-growing” perspective, by analyzing it in the

stochastic case. We introduce a simple stochastic setting for MPMD, where the requests are

drawn from probability distributions instead of chosen by an adversary. In this case a simpli-

fied version of the ball-growing approach achieves excellent performance: the expectation of

our algorithm’s cost differs from the optimal by only a constant factor (see Theorem 3.6.4).

1.3 Tournament Design

Chapter 4 discusses a real-world use of creating pairings – designing (sports) tournaments.

Our work is inspired primarily by the 2012 Olympic Badminton tournament. In that tourna-

ment, a quirk of the design (and an upset in an early round) produced a match where both

teams were better-off losing the match they were playing than winning it.3 The incident gen-

erated significant discussion as to whether the attempt to lose was unethical (see references

in section 4.1). Regardless, it became clear that the tournament needed to be redesigned so

as to not incentivize competitors to lose. It is not hard to design such a tournament, a tra-

ditional “single-elimination bracket” (pair teams to play a match, eliminate losers, recurse)

would suffice.

The design is simple, and known to the designers of the Olympic tournament4, yet by the

following Olympics, they had instead tweaked the two-phase design they previously used.

The decision to maintain the two phases shows they were trying to maintain other features

of the tournament (besides attempting to restore teams’ desire to win). As an example, the

2012 design ensures every team will play at least three matches, which is not matched by

the single-elimination tournament.

2up to constant factors

3“Better-off” in the sense of increasing their chances of becoming champion.

4their 2012 tournament contains two phases; phase two is a single-elimination bracket
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1.3.1 Tools

While prior work on tournament design has occasionally found use for heavy machinery, the

majority of work on these problems use only fundamental probability theory and combina-

torics (though often with clever arguments). Our arguments end up requiring only these

fundamentals.

1.3.2 Our Contribution

We design a tournament which is provably “monotone” (that is, ensuring no team ever wants

to lose a match), while also ensuring that every team is allowed to play two meaningful

matches. Our design is closely based on one used in real-world tournaments, but it gives

surprising insight into the monotonicity of tournaments. Prior to our tournament, the only

proofs of monotonicity have followed straight from the definition of the tournament. While

our proof is not difficult, it is the only non-trivial one we know of. Second, we show that

common-in-practice modifications of our tournament (even naively increasing the number of

participants) will break monotonicity, thus showing significant care must be taken in using

these tournaments in practice.



7

Chapter 2

A SIMPLY EXPONENTIAL UPPER BOUND ON THE
MAXIMUM NUMBER OF STABLE MATCHINGS

2.1 Introduction

Stable matching is a classical combinatorial problem that has been the subject of intense

theoretical and empirical study since its introduction in a seminal paper by Gale and Shapley

in 1962 [GS62]. Variants of the algorithm introduced in [GS62] are widely used in practice,

for example to match medical residents to hospitals. Stable matching is even the focus of

the 2012 Nobel Prize in Economics [Ram12].

A stable matching instance with n men and n women is defined by a set of preference lists,

one per person. Person i’s preference list gives a ranking over the members of the opposite

sex. The Stable Matching Problem is to find a matching (i.e., a bijection) between the men

and the women that is stable, that is, has no blocking pairs. A man m and a woman w form a

blocking pair in a matching if they are not matched to each other, but both prefer the other

to their partner in the matching. Gale and Shapley [GS62] showed that a stable matching

always exists and gave an efficient algorithm to find one.1 Since at least one stable matching

always exists, a natural question is to determine the maximum number of stable matchings

an instance of a given size can have. This problem was posed in the 1970s in a monograph

by Knuth [Knu76], and was the first of Gusfield and Irving’s twelve open problems in their

1989 textbook [GI89]. We denote the maximum number of stable matchings an instance

with n men and n women can have by f(n).

Progress on determining the asymptotics of f(n) has been somewhat slow. The best lower

1Stable matching algorithms were actually developed and used as early as 1951 to match interns to
hospitals [Sta53].
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bound is approximately 2.28n, and the best upper bound prior to this paper was 2n logn−O(n).

See the related work section for a detailed history.

In this chapter, we present an improved upper bound.

Theorem 2.1.1. There is a universal constant c such that f(n), the number of stable match-

ings in an instance with n men and n women, is at most cn.

To prove this theorem, we use a result of Irving and Leather [IL86] that shows that there

is a bijection between the stable matchings of an instance I and the downsets2 of a particular

partially-ordered set (poset) associated with I known as the rotation poset. We show that

the rotation poset associated with a stable matching instance has a particular property that

we call n-mixing, and that any poset with this property has at most cn downsets. All the

steps in our proof are elementary.

The bound extends trivially to stable roommates instances. In the stable roommates

problem, a set of n agents rank the other n − 1 agents in the set. The agents are paired

off into roommate pairs, which are stable if no two agents would like to leave their partners

and be matched to each other. A construction of Dean and Munshi [DM10], demonstrates

that a stable roommates instance with n agents can be converted into a stable matching

instance with n men and n women, such that the stable roommate assignments correspond

to a subset of the stable matchings in the new instance. Using this construction, we can

apply our upper bound to Stable Roommates.

Theorem 2.1.2. There is a universal constant c, such that the number of stable assignments

in a stable roommate instance with n agents is at most cn.

2See section 2.2 for definitions of all the relevant terminology.
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2.1.1 Related Work

Lower Bounds

It is trivial to provide instances with 2n/2 stable matchings by combining disjoint instances

of size 2 (see section 1.1). Irving and Leather constructed a family of instances [IL86]

which has since been shown by Knuth3 to contain at least Ω(2.28n) matchings. Irving and

Leather’s family only has instances for n which is a power of 2. Benjamin, Converse, and

Krieger also provided a lower bound on f(n) by creating a family of instances with Ω(2n
√
n)

matchings [BCK95]. While this is fewer matchings than the instances in [IL86], Benjamin et

al.’s family has instances for every even n, not just powers of 2. In 2002, Thurber extended

Irving and Leather’s lower bound to all values of n. For n powers of 2, Thurber’s construction

exactly coincides with Irving and Leather’s. For all other n, the construction produces a lower

bound of 2.28n/clogn for some constant c [Thu02]. To date, this lower bound of Ω(2.28n) is

the best known. We refer the reader to Manlove’s textbook for a more thorough description

of the history of these lower bounds [Man13].

Upper Bounds

Trivially, there are at most n! stable matchings (as there are at most n! bijections between

the men and women). The first progress on upper bounds that we are aware of was made by

Stathoupolos in his 2011 Master’s thesis [Sta11], where he proves that the number of stable

matchings is at most O(n!/cn) for some constant c. A more recent paper of Drgas-Burchardt

and Świtalski shows a weaker upper bound of approximately 3
4
n! [DBŚ13]. All previous

upper bounds have the form 2n logn−O(n).

Restricted Preferences

The number of possible stable matchings has also been studied under various models re-

stricting or randomizing the allowable preference lists. If all preference lists are equally

3Personal communication, as described in [GI89].
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likely and selected independently for each agent, Pittel shows that the expected number of

stable matchings is O(n log n) [Pit89]. Applying Markov’s Inequality shows that the num-

ber of stable matchings is polynomial in n with probability 1 − o(1). Therefore, the lower

bound instances described above are a vanishingly small fraction of all instances. Work of

Hoffman, Levy, and Mossel (described in Levy’s PhD thesis [Lev17]) shows that under a Mal-

lows model [Mal57], where preference lists are selected with probability proportional to the

number of inversions in the list, the number of stable matchings is Cn with high probability

(where the constant C depends on the exact parameters of the model).

The number of attainable partners4 a person can have has also been the subject of much

research. Knuth, Motwani, and Pittel show that the number of attainable partners isO(log n)

with high probability if the lists are uniformly random [KMP90]. Immorlica and Mahdian

show that if agents on one side of the instance have random preference lists of length k (and

consider all other agents unacceptable) the expected number of agents with more than one

attainable partner depends only on k (and not on n) [IM05]. Ashlagi, Kanoria, and Leshno

show that if the number of men and women is unbalanced, with uniformly random lists, the

fraction of agents with more than one attainable partner goes to 0 as the size of the market

grows [AKL17]. Intuitively, the advantage to being on the proposing side “disappears” when

the market becomes unbalanced (and sufficiently large). Follow-up work of Pittel finds the

expected number of stable matchings in this setting and related results [Pit17a].

Various related questions have been examined for alternative notions of stability and in

the stable roommates setting. See [Pit17b, Pit17c] and references therein.

Counting

A natural computational problem is to count the number of stable matchings in a given

instance as efficiently as possible. Irving and Leather show that finding the exact number of

matchings is #P -complete [IL86], so finding an approximate count is a more realistic goal.

4 Woman w is an attainable partner of man m if there is a stable matching in which they are matched
to each other.
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Bhatnagar, Greenberg, and Randall consider instances where preference lists come from

restricted models [BGR08]; for example, those in which the preference lists reflect linear

combinations of k “attributes” of the other set, or where every agent appears in a “range”

of k consecutive positions in every preference list. In both of these cases, they show that a

natural Markov Chain Monte Carlo approach does not produce a good approximation (as

the chain does not mix efficiently). As part of their proof, they show the number of stable

matchings can still be as large as cn for some constant c < 2.28, even in these restricted

cases.

A formal hardness result was later shown by Dyer, Goldberg, Greenhill, and Jerrum

[DGGJ04]. They show approximately counting the number of stable matchings is equivalent

to approximately counting for a class of problems, canonically represented by #BIS.5 This

hardness result was strengthened by Chebolu, Goldberg, and Martin [CGM12] to hold even

if the instances come from some of the restricted classes of [BGR08].

The heart of all of these results is the rotation poset (originally developed in [IL86]),

which we use and describe in section 2.4.

Stable Matching in General

We refer the reader to books by Roth and Sotomayor [RS92], Gusfield and Irving [GI89],

Manlove [Man13], and Knuth [Knu97] for more about the topic of stable matching. For

many examples of stable matching in the real world, see [Rot15].

2.2 Preliminaries and main technical theorem

In this section, we review standard terminology regarding partially ordered sets, describe the

key property of a poset we will use, and state our main technical theorem (Theorem 2.2.5).

5More specifically, they show an FPRAS for the number of stable matchings exists if and only if one
exists for #BIS, approximately counting the number of independent sets in a bipartite graph. Goldberg
and Jerrum conjecture that no such FPRAS exists [GJ12]. See [CGM12] for formal definitions.
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Definition 2.2.1 (Poset). A partially ordered set (or poset) (V,≺), is defined by a set V

and a binary relation, ≺, on V satisfying:

• Antisymmetry: For all distinct u, v ∈ V if u ≺ v then v 6≺ u, and

• Transitivity: for all u, v, w ∈ V if u ≺ v and v ≺ w then u ≺ w.

Two elements u, v ∈ V are comparable if u ≺ v or v ≺ u. They are incomparable otherwise.

If u ≺ v, we say u is dominated by v and v dominates u.

Definition 2.2.2 (Chain). A set S of elements is called a chain if each pair of elements in

S is comparable. In other words, for ` > 0, a chain of length ` is a sequence of elements

v1 ≺ v2 ≺ v3 ≺ · · · ≺ v`.

A set of elements is called an antichain if they are pairwise incomparable.

Definition 2.2.3 (Downset). A downset of a partial order is an antichain and all elements

dominated by some element of that antichain.

Observe that a downset is closed under ≺. That is, for any downset S, if v ∈ S and u ≺ v

then u ∈ S.

The following is the key property of the posets associated with stable matching instances

that we will use in the proof.

Definition 2.2.4 (n-mixing). A poset (V,≺) is n-mixing if there exist n chains C1, . . . , Cn

(not necessarily disjoint) such that

i) Every element of V belongs to at least one of the chains,

i.e., ∪ni=1Ci = V ,

ii) For any U ⊆ V , at least 2
√
|U | of the Ci contain an element of U .
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n
n

Figure 2.1: A 2n-mixing poset with respect to chains defined by the red and blue paths.

A path in the graph from v to u indicates that u ≺ v. That is, the poset is the transitive

closure of the arrows shown. For any set U of k elements, there are at least 2
√
k chains that

contain one of these elements.
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Observe that if a poset is formed by n disjoint chains, each of length `, it has about `n

downsets, and ` could be arbitrarily bigger than n. But such a poset is not mixing, since

taking U to be the set of elements on one of the chains violates property ii) of mixing. For

an example of a mixing poset, see Figure 2.1. We can now state our main technical theorem.

Theorem 2.2.5. There is a universal constant c, such that if a poset is n-mixing, then it

has at most cn downsets.

Note that the n-mixing property immediately implies that the poset has at most n2

elements; just let U = V in the above definition. A poset with n2 elements covered by n

chains can have at most (n + 1)n downsets (this is achieved for n equal length chains). So,

the main contribution of the above theorem is to improve this trivial upper bound to cn for

some constant c.

Theorem 2.2.5 is the main technical contribution of this work. The proof is contained in

section 2.3. To complete the proof of Theorem 2.1.1 we use the following theorem relating

mixing posets to stable matchings.

Theorem 2.2.6. For every stable matching instance I with a total of n men and women,

there exists an n-mixing poset (R,≺), called the rotation poset, such that the number of

downsets of the poset is equal to the number of stable matchings of I.

Note that Theorem 2.2.5 and Theorem 2.2.6 immediately imply Theorem 2.1.1. We prove

Theorem 2.2.6 in section 2.4, by combining existing observations about the rotation poset.

2.3 Proof of main technical theorem

In this section we prove Theorem 2.2.5. The proof proceeds by finding an element v of the

poset which dominates and is dominated by many elements. We then count downsets by

considering those downsets that contain v and those that do not. Since v dominates and

is dominated by many elements, the size of each remaining instance is significantly smaller,

yielding the bound.
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Formally, we say an element is α-critical if it dominates α elements and is dominated by

α elements. The key lemma is that there is always an Ω((|V |/n)3/2)-critical element.

Lemma 2.3.1. Let (V,≺) be an n-mixing poset with respect to chains C1, . . . , Cn, and define

d = |V |
n

. For some universal constants d0 > 1 and c0 > 0, there is an element v ∈ V such

that v is (c0d
3/2)-critical as long as d ≥ d0.

We prove Lemma 2.3.1 in subsection 2.3.1 via a counting argument.

In the rest of this section we prove Theorem 2.2.5 using Lemma 2.3.1. We bound the

number of downsets by induction on d.

Our base case is when d = d0. In this case, the number of downsets is maximized when

the chains are all the same length, so we have an upper bound of (d0 + 1)n.

For larger d, first we identify a
(
c0d

3/2
)
-critical element v. The number of downsets

containing v is equal to the number of downsets in the poset remaining after we delete v and

everything it dominates. Similarly, the number of downsets not containing v is the number

of downsets in the poset remaining after we delete v and everything dominating v. In both

cases, the resulting poset is still n-mixing6, so we can induct. We call such a step (choosing

a critical element) an iteration.

It remains to bound the number of downsets that this process enumerates. By the

n-mixing property, there are at most n2 elements in the initial poset. We partition the

iterations into phases, where in phase i we reduce the size of the poset from n2

2i
elements to

n2

2i+1 elements. By definition, in phase i, d ≥ n
2i+1 . So, we can bound the number of iterations

required in phase i (call it ki) by:

c0

( n

2i+1

)3/2

ki >
n2

2i+1
.

Rearranging, we see it suffices to choose ki = 2(i+1)/2
√
n/c0. We continue until d = d0.

Summing across all phases, the number of choices to make is at most
√
n

c0

logn∑
i=0

2(i+1)/2 < 5
n

c0

.

6with respect to the (what remain of) the same chains
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So, the algorithm enumerates at most (d0 + 1)n downsets in the base case and it makes at

most 5n/c0 choices during the inductive process. Thus, the number of downsets is at most

(d0 + 1)n25n/c0 = cn as required.

2.3.1 Proof of Main Technical Lemma

Finally, we prove Lemma 2.3.1. That is, we show that any n-mixing poset (V,≺) contains a

c0d
3/2-critical element as long as d ≥ d0. (Recall that d = |V |/n.)

We make use of the standard graph representation of the partial order: In this graph

there is a node for each element of the partial order, and a directed edge from v to u if

u ≺ v. Of course, this directed graph is acyclic. Henceforth, we refer only to this DAG

rather than to the poset. We partition the nodes of the DAG into levels as follows: Level 1

nodes are those with no outgoing edges, i.e., sinks of the DAG, and level i nodes are those

whose longest path to a sink (i.e., a level 1 node) has exactly i nodes. Note that each level

is an antichain.

Next, we create n disjoint subchains S1, . . . , Sn. The subchain Si will be a subset of the

nodes in Ci. We perform the assignment of nodes to subchains by processing up the DAG

level by level. Initialize every subchain Si to be empty. For each node u, consider the set of

indices I(u) = {j : u ∈ Cj}. Assign u to the subchain for an index in I(u) which currently

has the fewest nodes among those chains, i.e. arg minj∈I(u) |Sj|, breaking ties arbitrarily. If u

is the kth node assigned to a subchain Si, then we say the height of u is k. By construction,

the following properties hold:

(a) The Si’s are chains, since Si ⊆ Ci.

(b) The Si’s are disjoint.

(c) If u has height h, then u dominates at least h− 1 nodes in each of the subchains Sj

such that j ∈ I(u) (i.e., {j : u ∈ Cj}).
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Claim 2.3.2. Let D be the set of nodes of height at least bd/2c. Each node u ∈ D dominates

at least c0 · d3/2 nodes, for d ≥ d0, where c0 and d0 are universal constants.

Proof. Suppose that u ∈ Si ∩ D is at height ` ≥ bd/2c, and let D(u) be the nodes in Si

of height d`/2e through `. By the mixing property, these nodes lie on at least 2
√
b`/2c

chains C. Moreover, by construction, on each subchain Sj ∈ C, at least b`/2c − 1 nodes are

dominated by some node in D(u) and hence are dominated by u. Therefore, u dominates at

least (b`/2c − 1) · 2
√
b`/2c+ (b`/2c − 1) = Ω(d3/2) nodes.

Since the number of nodes in the DAG is dn, we conclude:

Corollary 2.3.3. There is a set D of strictly more than |V |/2 nodes, that each dominate

Ω(d3/2) nodes.

A symmetric argument in which subchains are built starting from the sources of the

DAG shows that there is a set D of strictly more than |V |/2 nodes that are dominated by

Ω(d3/2) nodes. Therefore, there is some node v in the intersection of D and D. This is the

c0d
3/2-critical node we seek.

Remark 2.3.4. A crude analysis shows that c0 ≥ 1/8 when d0 > 25.

2.4 Rotations and the rotation poset

In this section we present a key theorem of Irving and Leather [IL86], and use it to prove

Theorem 2.2.6.

Theorem 2.2.6. For every stable matching instance I with a total of n men and women,

there exists an n-mixing poset (R,≺), called the rotation poset, such that the number of

downsets of the poset is equal to the number of stable matchings of I.

We begin with the definitions needed to prove Theorem 2.2.6.
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Definition 2.4.1 (Rotation). Let k ≥ 2. A rotation ρ is an ordered list of pairs

ρ = ((m0, w0), (m1, w1), . . . , (mk−1, wk−1))

that are matched in some stable matching M with the property that for every i such that

0 ≤ i ≤ k−1, woman wi+1 (where the subscript is taken mod k) is the highest ranked woman

on mi’s preference list satisfying:

i) man mi prefers wi to wi+1, and

ii) woman wi+1 prefers mi to mi+1.

In this case, we say ρ is exposed in M .

We will sometimes abuse notation and think of a rotation as the set containing those

pairs. Also, we will need the following facts about rotations later.

Lemma 2.4.2 ([IL86, Lemma 4.7]). A pair (m,w) can appear in at most one rotation.

Lemma 2.4.3 ([GI89, Lemma 2.5.1]). If ρ is a rotation with consecutive pairs (mi, wi), and

(mi+1, wi+1), and w is a woman between wi and wi+1 in mi’s preference list, then there is no

stable matching containing the pair (mi, w).

Definition 2.4.4 (Elimination of a Rotation). Let

ρ = ((m0, w0), . . . , (mk−1, wk−1)) be a rotation exposed in stable matching M . The rotation ρ

is eliminated from M by matching mi to w(i+1) mod k, for all 0 ≤ i ≤ k − 1, leaving all other

pairs in M unchanged, i.e., matching M is replaced with matching M ′, where

M ′ := M\ρ ∪ {(m0, w1), (m1, w2), . . . , (mk−1, w0)}.

Note that when we eliminate a rotation from M , the resulting matching M ′ is stable.7

7Switching from M to M ′ makes all the women in ρ happier and all the men in ρ less happy. It is easy
to check that this switch cannot create a blocking pair inside the set ρ. The only other possibility for a
blocking pair is a man in ρ with a woman outside ρ. For (mi ∈ ρ, w 6∈ ρ) to become a blocking pair, mi

would have to prefer w to wi+1, but by the definition of rotation, wi+1 was the first woman on m’s list
who would prefer to be matched to him, so he cannot prefer w to wi+1. See also [GI89, Lemma 2.5.2].
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Irving and Leather studied the following process: Fix a stable matching instance I.

Starting at the man-optimal matching8, choose a rotation exposed in the current matching,

and eliminate it. They show that for any stable matching M , there is a set of rotations,

R(M), one can eliminate (starting from the man-optimal matching) that will yield M .

However, there is a partial order on the set of rotations – some must be eliminated before

others.9 If ρ must be eliminated before ρ′, we write ρ ≺ ρ′. Let R be the set of rotations

for a stable matching instance, and let ≺ be that partial order on the rotations defined by

elimination order. We call this poset the rotation poset. See Figure 2.2 for an example of a

stable matching instance and the corresponding rotation poset.

For our purposes, the important result relating the rotation poset to stable matchings is

the following.

Theorem 2.4.5 ([IL86, Theorem 4.1]). For any stable matching instance, there is a one-to-

one correspondence between downsets of the rotation poset and the set of stable matchings.

In other words, the number of stable matchings is exactly equal to the number of downsets of

(R,≺).

Indeed, the downset corresponding to M is exactly the set R(M) discussed above.

Thus, to prove Theorem 2.2.6, it remains to show that the rotation poset associated

to any stable matching instance with a total of n men and women is n-mixing. First we

construct the chains C1, . . . , Cn. We will have one chain for each agent (man or woman),

where the corresponding chain contains all the rotations that include that agent. Call these

sets C1, . . . , Cn. To prove that C1, . . . , Cn is n-mixing, we first need to show that each Ci is

8 A fascinating fact about stable matching is that there is a matching, known as the man-optimal
matching, in which each man is matched with his favorite attainable partner. Recall that woman w is
attainable for man m if there is some stable matching in which they are matched.

9For example, a rotation containing a pair (m,w) is not exposed (and thus cannot be eliminated) until
that pair is matched, so a rotation with consecutive pairs (m,w′), (m′, w) must be eliminated first. The
details of exactly when one rotation must be eliminated before another are not of direct use to us (we
only require the rather coarse description in Claim 2.4.6), so we do not describe them here. See [IL86] or
[GI89] for a full description of the poset.
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𝑚1, 𝑤1 ,
(𝑚2, 𝑤2)

𝑚3, 𝑤3 ,
(𝑚4, 𝑤4)

𝑚1, 𝑤2 ,
(𝑚4, 𝑤3)

𝑚2, 𝑤1 ,
(𝑚3, 𝑤4)

𝑚5, 𝑤5 ,
(𝑚6, 𝑤6)

𝑚7, 𝑤7 ,
(𝑚8, 𝑤8)

𝑚5, 𝑤6 ,
(𝑚8, 𝑤7)

𝑚6, 𝑤5 ,
(𝑚7, 𝑤8)

𝑚1, 𝑤3 ,
(𝑚2, 𝑤4)

𝑚3, 𝑤1 ,
(𝑚4, 𝑤2)

𝑚5, 𝑤7 ,
(𝑚6, 𝑤8)

𝑚7, 𝑤5 ,
(𝑚8, 𝑤6)

𝑚1, 𝑤5 ,
(𝑚2, 𝑤6)

𝑚3, 𝑤7 ,
(𝑚4, 𝑤8)

𝑚1, 𝑤6 ,
(𝑚4, 𝑤7)

𝑚2, 𝑤5 ,
(𝑚3, 𝑤8)

𝑚5, 𝑤1 ,
(𝑚6, 𝑤2)

𝑚7, 𝑤3 ,
(𝑚8, 𝑤4)

𝑚5, 𝑤2 ,
(𝑚8, 𝑤3)

𝑚6, 𝑤1 ,
(𝑚7, 𝑤4)

𝑚1, 𝑤7 ,
(𝑚2, 𝑤8)

𝑚3, 𝑤5 ,
(𝑚4, 𝑤6)

𝑚5, 𝑤3 ,
(𝑚6, 𝑤4)

𝑚7, 𝑤1 ,
(𝑚8, 𝑤2)

𝑚1, 𝑤4 ,
(𝑚5, 𝑤8)

𝑚2, 𝑤3 ,
(𝑚6, 𝑤7)

𝑚3, 𝑤2 ,
(𝑚7, 𝑤6)

𝑚4, 𝑤1 ,
(𝑚8, 𝑤5)

Men’s preferences:

m1 w1 w2 w3 w4 w5 w6 w7 w8

m2 w2 w1 w4 w3 w6 w5 w8 w7

m3 w3 w4 w1 w2 w7 w8 w5 w6

m4 w4 w3 w2 w1 w8 w7 w6 w5

m5 w5 w6 w7 w8 w1 w2 w3 w4

m6 w6 w5 w8 w7 w2 w1 w4 w3

m7 w7 w8 w5 w6 w3 w4 w1 w2

m8 w8 w7 w6 w5 w4 w3 w2 w1

Women’s preferences:

w1 m8 m7 m6 m5 m4 m3 m2 m1

w2 m7 m8 m5 m6 m3 m4 m1 m2

w3 m6 m5 m8 m7 m2 m1 m4 m3

w4 m5 m6 m7 m8 m1 m2 m3 m4

w5 m4 m3 m2 m1 m8 m7 m6 m5

w6 m3 m4 m1 m2 m7 m8 m5 m6

w7 m2 m1 m4 m3 m6 m5 m8 m7

w8 m1 m2 m3 m4 m5 m6 m7 m8

Figure 2.2: A size-8 stable matching instance with its rotation poset. This is part of the

family of instances described by Irving and Leather, which produces the Ω(2.28n) lower

bound.
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indeed a chain, i.e., every pair of rotations where a specific agent appears are comparable

and second we need to show that C1, . . . , Cn satisfy property (ii) of Definition 2.2.4.

Claim 2.4.6. If two rotations share an agent, then they are comparable.10

Proof. First, suppose that the shared agent is a man. If it is a woman, we can just switch

the designations of “men” and “women” and use the same proof on the “reversed” version

of the rotation graph. Let ρ1, ρ2 be rotations sharing an agent m, and let m be matched to

w1 in ρ1 and w2 in ρ2, where m prefers w1 to w2.

For the sake of contradiction assume that ρ1 and ρ2 are incomparable. We show that

there exists a rotation ρ which causes m to skip over w1. This would contradict Lemma 2.4.3

as it implies that (m,w1) belongs to no stable matching.

Suppose we start from the man-optimal stable matching and eliminate all rotations dom-

inated by ρ2 and let M be the resulting stable matching. By the correspondence in The-

orem 2.4.5, (m,w2) ∈ M . Since m prefers w1 to w2, there must be a rotation ρ that we

eliminated which caused m to be matched to someone worse than w1 for the first time. Since

ρ2 and ρ1 are incomparable, ρ1 6= ρ. Therefore, by Lemma 2.4.2 (m,w1) /∈ ρ; so, ρ caused m

to skip over w1. This is a contradiction.

Claim 2.4.7. Every set of k rotations contains at least 2
√
k agents.

Proof. We argue by contrapositive. Suppose we have a set of rotations involving fewer than

2
√
k agents. Every rotation contains a (man, woman) pair, who (by Lemma 2.4.2) have not

appeared together before. With fewer than 2
√
k agents, there are strictly less than k (man,

woman) pairs which can appear, and thus fewer than k rotations in the set.

2.5 Conclusion

We have shown there is some constant c such that f(n) ≤ cn. We have not made a significant

effort to optimize the constants in our argument, favoring ease of exposition over the exact

10This observation is not novel; for example, it is implicit in the discussion of [GI89], but we have not
seen the statement explicitly written down, so we prove it here.
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result. By making a few minor changes to the argument, we obtain f(n) ≤ 217n for sufficiently

large n.

A more careful argument could probably improve this constant somewhat, but this ap-

proach will not get a constant c close to the (approximately) 2.28 we would need to match

the best known lower bound. Determining the precise asymptotic behavior of f(n) remains

an interesting open problem.
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Chapter 3

ONLINE MATCHING

3.1 Introduction

In this chapter, we discuss the Min-Cost Perfect Matching with Delays problem (MPMD).

In MPMD, a series of requests appear over time in a metric space. Our goal is to pair these

requests (online) to minimize the distances between matched pairs plus the time each request

waits to be matched. As motivation, consider the scenario of running a gaming server. Each

request is a player looking for a partner to play against. The metric space represents the

quality of game expected between those two players (which might take into account player

ability, connection strength, and other factors). Our minimization, then, has the goal of

ensuring players get compatible opponents, but also that they do not get bored waiting to

be matched to their opponent.

More formally, fix a metric space (X , d). A total of 2m requests appear at points

x1, . . . , x2m in the metric space. The requests appear at times t1, . . . , t2m. At any time t >

ti, tj our algorithm can decide to match requests i and j, at a cost of (t−ti)+(t−tj)+d(xi, xj).

All requests must be matched before the algorithm ends. When X is a finite metric space,

we denote |X | by n.

In the basic version of the problem, the requests (both the times and locations where

they appear) are chosen by an adversary who has knowledge of the algorithm being run to

create the matching. If the algorithm is randomized, the adversary is oblivious. That is the

adversary will know the distributions of any random variables utilized by the algorithm, but

cannot see their actual values before choosing the input.

Since we are making matching decisions as requests appear (and cannot undo a pairing

once it is made) we use competitive analysis. We wish to minimize the ratio between the
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(expected) cost of our algorithm and the cost of the best possible matching (made with

knowledge of the exact set of requests).

Since its introduction by Emek, Kutten, and Wattenhofer in 2016 [EKW16], MPMD has

been the focus of a flurry of activity in the theory community. As one of our major con-

tributions is to tie together much of the previous work with the “ball growing” metaphor,

we discuss the prior work extensively. We divide our study of previous work into three sec-

tions: in the first two sections, we study the power of randomization for MPMD algorithms.

Section 3.3 will discuss randomized algorithms for MPMD, and section 3.4 will recap deter-

ministic algorithms. There is still a substantial gap between the quality of matches made by

randomized and deterministic algorithms for this problem. Then, in section 3.5, we discuss

extensions to the basic MPMD problem, including the “bipartite” version of the problem

(where requests come in two different types that can only be matched to each other) and

the “impatient” version where the penalty for keeping a request unmatched grows as some

convex function of the waiting time.

We also outline our new applications of the ball growing approach. In section 3.6 we

show that ball growing performs very well for requests drawn randomly. Then, in section 3.7

we show that a ball growing algorithm can match the best known bounds for MPMD. Before

moving to the previous work, we fix a consistent set of notation, then we spend section 3.2

developing intuition for MPMD with two example instances which have been helpful for

algorithm designers.

3.1.1 Notation

Let B(x, r) = {y ∈ X : d(x, y) ≤ r} be the ball of radius r centered at x. We denote the

cost incurred by the current algorithm under study by ALG. We will compare to OPT the

cost for the optimal (found offline) solution. When it causes no confusion, we will refer to

the algorithms themselves as ALG and OPT. We will occasionally need to separate the time

cost and distance costs of the algorithms in our analyses. We add a subscript “time” to

denote time cost and subscript “dist” to denote distance cost.
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For deterministic algorithms, we say ALG is α-competitive if for all inputs,

ALG ≤ α ·OPT

The goal of the algorithm designer is to minimize α.

For randomized algorithms, ALG is a random variable, so our goal is to show E[ALG] ≤

α·OPT (note that even though ALG is randomized, OPT will not be, as it has full knowledge

of the sequence).

Number the requests 1, 2, . . . , 2m. We use ri to denote the ith request. The request ri is

defined by xi and ti, respectively the location and time where the request arrives. We say ri

is “pending” at time t if t > ti and ri has not yet been matched (i.e. it is available for the

algorithm to match it). When it does not cause confusion, we will conflate a request with

the point where it is located.

3.2 Intuition via Examples

Two example instances are quite useful in explaining why MPMD is a non-trivial problem.

We start by introducing these two examples so that the reader can see immediately why

algorithm designers have made certain choices. For both of the examples, we will describe the

construction and then briefly explain why the example makes designing MPMD algorithms

more difficult.

3.2.1 A Bad Example for Greedy Algorithms

We begin with an example adapted from previous literature. Prior to the invention of MPMD,

computer scientists studied offline versions of matching problems. In that literature, Reingold

and Tarjan produced an instance to show that a greedy algorithm was not a good choice in

their offline setting [RT81].

The instance is constructed recursively. The base case (iteration 0) of the construction

is a set of 4 requests on a line, the middle two requests are at distance 1− ε, while the outer

two requests are distance 1 from the closer of the middle two. To make the ith iteration
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Figure 3.1: Iterations 0, 1, and 2 of a construction that causes poor performance for greedy

algorithms.

of the construction, we take two copies of the iteration i − 1 construction, and place them

next to each other (on the same line) such that the closest requests from the two copies are

distance 3i(1− ε) apart. See Figure 3.1.

The instance is designed to make algorithms that greedily match requests (i.e. by match-

ing the two closest unmatched requests) behave poorly. A greedy algorithm will match as

follows. First it matches the middle requests of every copy of an iteration 0 instance. Each

iteration 1 instance is now just 4 requests with the middle two slightly closer to each other

than any other pairs (and with the level 1 instances well-separated enough to not interfere).

This pattern continues, always matching the “middle two” requests in each instance. See

Figure 3.2 for a visual representation of a greedy algorithm matching this instance.

It is not hard to see that this is not the optimal choice. Instead of starting by matching

the requests at distance 1− ε, match all pairs at distance 1.

We omit a careful computation of the exact competitive ratio for this algorithm on this

instance, and just state the final ratio:
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Figure 3.2: The matching choices made by a greedy algorithm on iteration 2 of the construc-

tion. The algorithm matches the closest requests first, then matches remaining (unmatched)

pairs in order of distance. Semi-transparent requests are already matched.

Theorem 3.2.1 (Reingold and Tarjan [RT81]). On an instance of Example 1 with m re-

quests, the greedy algorithm incurs a factor Ω(mlog2(3/2)) ≈ Ω(m0.584) more distance cost than

OPT.

It is worth noting that at this point we have not defined an MPMD instance. So far

we have only asked for a perfect matching in a metric space, there is no time component.

An adversary could easily utilize this instance by simply causing it to appear (i.e. have all

requests arrive simultaneously). In this case, if our algorithm only makes very local/very

greedy decisions, we risk being tricked by this instance.

3.2.2 A Bad Example for Jumpy Algorithms

Our next instance shows that sometimes significant patience is required to find good matches;

even when requests appear at the same point in the metric space, it still may be wise to

wait to match requests. The instance appears (independently) in papers by Azar and Jacob-
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Fanani [AJF18] and Liu, Pan, Wang, and Wattenhofer [LPWW18].

Our metric space has only two points, at distance 2 from each other, call the points x

and y. Requests appear online at both x and y at each of the following times: 0, 1− ε, 1, 2−

ε, 2, 3 − ε, 3, . . .. The optimal matching is the following: pair the first two requests (that

appear at t = 0) to each other, (at a cost of 2) for all remaining pairs, match the requests

that appear at the same locations at times a− ε, a for all a ≥ 1. We incur a matching cost

of (m− 1)ε+ 2.

It is fairly natural to imagine matching rules will follow the following principle: “if there

are at least two requests at the same point, match them.” After all, those requests will

incur no distance cost. However, this example makes following such a principle complicated.

Imagine an algorithm which will not match the first pair requests at x and y before the

next pair of requests appear. By following the principle, both matches incur 1− ε time cost,

whereas had the new requests been ignored for just ε time, the new pairs could be matched

at a (time) cost of ε each. If this behavior is repeated, the jumpy algorithm will incur a cost

of m(1− ε). See Figure 3.3. Observe that for ε = Θ
(

1
m

)
, we get a competitive ratio of Ω(m).

We will not try to formalize the purpose of this example into an actual theorem. We will

see two ways to avoid this example in this chapter. The first is to allow for the algorithm

to remember some state. The key to this example is repeating the “surprise appearance” of

another pair ε time after an appearance. If an algorithm can “remember it was tricked” and

alter its behavior it can sidestep this example. The second way to avoid the issue is to throw

out the natural principle and allow requests at the same location to go unmatched (until,

for example, both have waited for similar amounts of time).

3.3 Randomized MPMD algorithms

We now turn to a discussion of algorithms for MPMD. We start with a discussion of ran-

domized algorithms. We give a brief description of the various algorithms that have been

used, as well as the key observations required to understand the algorithms and prove their

correctness. For this section, we assume the underlying metric space (X , d) is finite.
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Figure 3.3: On the top, a matching made by a “jumpy” algorithm, below is the optimal

matching for this instance. The two points of the metric space are shown vertically, with

time progressing horizontally.
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The first paper to discuss randomized algorithms for MPMD was Emek et al.’s introduc-

tory paper on MPMD [EKW16]. Their algorithm proceeds in two steps, the first of which is

to embed into a binary HST.

Hierarchically Separated Trees are a common tool in algorithm design. We do not cover

the details here (see, e.g. [WS11] for a sample construction). Multiple papers on MPMD

have used HSTs, each needing a slightly different flavor, so we do not state the details each

time. As a sample, here is the result we need in our work:

Let D be a distribution over trees, such that the leaves of every tree are in bijection with

X . We say we have embedded (X , d) into D if:

1. for all T in the support of D, d′T (u, v) ≥ d(u, v) for all u, v ∈ X

2. ET∼D[d′T (u, v)] ≤ O(log n)d(u, v) for all u, v ∈ X .

where d′T (·, ·) is the natural distance metric in T .

Theorem 3.3.1. There is a polynomial time algorithm to choose a tree according to D.

The first construction of HSTs with O(log n) distortion is [FRT04]. HSTs are a useful

tool as trees are a much simpler space to design algorithms. Since the adversary is oblivious

to our random choices, the adversary cannot know which pairs u, v ended up far from each

other in the tree metric. It knows only that in expectation each pair is stretched by at most

O(log n).

With the tree in hand, we can run the algorithm. Whenever a request appears in the

“real” metric space, we think of a request as appearing in the corresponding leaf of the HST.

Now on a binary tree, the algorithm proceeds as follows. If two requests are pending at the

same leaf, match them. Now, for every vertex v, such that both of its children have an odd

number of requests pending in their subtrees: proceed down the tree (from both children),

always going to the odd child, until reaching a leaf. We will find two pending requests this

way (call the corresponding leaves x and y). Now at v, set an exponentially distributed timer
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with parameter proportional to 1/d′T (x, y). If the timer expires before the request at x or at

y is matched, then match them when the timer expires.

The key of the analysis is to reinterpret the execution of the algorithm as an Alternating

Poisson Process. We will not recap the details of the proof here, except to mention that

the height of the HST appears in the competitive ratio. The height of the tree is O(log ∆),

where ∆ =
maxx 6=y∈X d(x,y)

minx6=y∈X d(x,y)
. We will see that the height of the HST commonly appears in these

bounds.

Their final result is the following:

Theorem 3.3.2 (Emek et al. [EKW16]). There is an O(log2(n) + log(∆))-competitive

algorithm for MPMD.

3.3.1 Decreasing the competitive ratio

The next major paper on MPMD was by Azar, Chiplunkar, and Kaplan [ACK17]. The paper

has three main contributions: an introduction of the bipartite version of MPMD (which we

discuss in section 3.5), a lower bound of Ω
(√

log n
)

on the competitive ratio for any MPMD

algorithm, and finally an algorithm that achieves an O(log n) competitive ratio for MPMD.

The intuition for the algorithm is very similar to the intuition we will use for our own

algorithm on this problem, (and is the current best-known for the problem) so we describe

it in detail.

As with [EKW16], the first step is to embed into an HST. Unlike Emek et al., Azar et

al. can use height-reduced HSTs (inspired by the work of Bansal, Buchbinder, Madry, and

Naor on the k-server problem [BBMN15]). These trees have height O(log n), which will be

one of the keys to improving the algorithm.

The other key is a deterministic algorithm, which achieves an O(h) competitive ratio on

trees of height h.

We begin with the intuition behind this algorithm. Since our goal is to have a competitive

algorithm, we want to avoid times where our algorithm is incurring cost, but OPT is not.
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ALG and OPT will both incur costs as long as they have requests pending, and whenever

they match requests to each other. The key to the analysis is to show that if OPT and ALG

aren’t incurring similar waiting costs, then it must be that OPT incurred some large amount

of distance cost to cause the imbalance.

More specifically, fix some vertex u of the tree, and consider the subtree Tu rooted at

u. If both ALG and OPT have the same number of requests pending inside Tu, then we do

not need to worry about this tree (ALG is incurring just as much waiting cost here as OPT

is). On the other hand if OPT has fewer requests pending, OPT will not be incurring the

same amount of waiting time in that subtree. Our hope would be to show that OPT must

have matched some request inside Tu to another request far away and thus used significant

distance cost to cause Tu to be this imbalanced.

Unfortunately, only knowing that OPT has fewer pending requests than ALG is not

sufficient to argue that OPT has incurred significant distance costs – it could be that it

matched two pending requests inside Tu to each other before ALG decided to. Luckily, this

kind of matching is not concerning for us. Intuitively, an algorithm will have to wait a bit

longer than OPT to match requests; OPT has foreknowledge of the coming requests and can

match as soon as both requests are available (while ALG will have to wait a bit to ensure no

better option is coming along). The algorithms for these problems ensure that the time and

distance costs of our algorithms are on the same order of magnitude, so as long as OPT is

making the same matching decisions as ALG is, the algorithm will be competitive. Instances

where OPT and ALG pair different requests are the real concern of these arguments.

Observe that when OPT or ALG match a pair within Tu the number of requests may

be different, but their parities will not change. Indeed, the only way to change the parities

of ALG’s pending requests in Tu or OPT’s relative to each other is to have OPT or ALG

match a request inside Tu to one outside Tu. Observing that whenever the number of requests

pending for OPT in Tu is odd requires OPT to be incurring waiting time, parity will still

suffice for arguing about waiting time.

With this intuition in hand, let’s summarize their algorithm. Recall we have embedded
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our metric space into an HST, so we care only about a tree metric, and the requests are

appearing at the leaves. We use w(e) to denote the weight of edge e in the tree metric.

ALG will maintain a forest F , a subset of the edges of the HST. F starts empty. At every

instant, consider each vertex u. If the number of requests pending inside Tu is odd, “pay”

at a unit rate toward eu, the edge above u. When ALG has “paid” w(eu) toward eu, add eu

to F . Whenever every edge between two requests is in F , we match those two requests, and

remove all used edges from F .

At a high-level, the correctness argument involves charging the purchases of eu to the

cost of OPT. Note that if OPT has matched a request in Tu to one outside Tu, then OPT has

incurred a large amount of distance cost relative to one purchase of eu. On the other hand,

if OPT does not match from inside Tu to outside Tu, then we consider two consecutive times

where ALG bought the edge eu. Over those two “phases” OPT had the same parity as ALG

inside Tu in exactly one of them (between the two purchases, ALG used the edge to match

a request in Tu to one outside Tu so ALG’s parity changed. Since OPT did not match from

inside Tu to outside Tu, OPT’s parity did not). Thus, the design of the algorithm guarantees

that during one of those two phases, OPT and ALG had the same parity, and so ALG was

odd a constant fraction of the time ALG was (at least w(eu) time units, during the time that

ALG was odd for 2w(eu) units).

To handle all metrics, Azar et al. randomly embed into an HST. Notice that ALG now

operates in the “wrong” metric. It is minimizing the distances in the tree metric, which can

be wrong (in expectation) by an O(log n) factor. But since the distance cost of ALG is so

close to the total cost of OPT, and the trees are of small height, we still arrive at the desired

result.

Theorem 3.3.3 (Azar et al. [ACK17]).

E[ALG] ≤ O(log n)OPT
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Avoiding the Bad Examples

Before moving on to deterministic algorithms, let’s examine how these algorithms avoid the

bad examples of section 3.2. Embedding into tree metrics sidesteps the first example. The key

to the example is to create four points a, b, c, d such that d(a, b) ≈ d(b, c) ≈ d(c, d)� d(a, d),

but since distances are dependent upon least-common-ancestors, it is not possible to achieve

all of these requirements at once. The second example is handled with “memory.” For the

second example to achieve large competitive ratio, it must be able to repeat the “surprise

appearance” arbitrarily many times. However, when ALG matches two requests at the same

location, it does not remove any of the edges of F , nor does it forget about the waiting time

it has already spent toward purchasing any of the edges. Once the trick has been repeated

enough to buy a few edges, ALG connects two requests at different points. From then on,

ALG will match the requests that appear ε time apart. That is, by purchasing edges, ALG

can “remember” that it has left requests waiting for a long time already, and thus should

not be afraid to match at a more substantial distance.

As a final remark for this section, we note that this algorithm nearly matches the best

known lower bounds for the problem. The best known lower bound for MPMD is due to

Ashlagi et al. [AAC+17].

Theorem 3.3.4 (Ashlagi et al. [AAC+17]). There is no (randomized) algorithm for MPMD

which is o
(

logn
log logn

)
-competitive.

There is thus only a very small gap between the best-known upper and lower bounds

when randomization is allowed.

3.4 Deterministic MPMD Algorithms

While there is still a small gap between the upper and lower bounds for randomized MPMD

(and MBPMD, see section 3.5), the problems are somewhat well-understood at this point.

The situation is very different if randomization is not allowed. Deterministic algorithms

offer some benefits. The randomized algorithms we have described behave very well in
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expectation, but they leave open the possibility of a very unlucky choice of HST leading

to a bad competitive ratio. In scenarios where an algorithm designer is more risk-averse,

one might be willing to accept a higher competitive ratio in exchange for derandomization

(thus getting a worst-case guarantee, instead of the average case expectation analyzes).1

To date, there have been three main approaches to deterministic MPMD algorithms in the

literature. A simple greedy algorithm, a smarter greedy-ish algorithm, and a very different

LP-duality-based algorithm. We recap the intuition behind each in this section.

3.4.1 Local Algorithms

We begin with the greedy-inspired approaches. Bienkowski, Kraska, and Schmidt have the

first paper in this sequence [BKS17a]. The ideas behind both the algorithm and its analysis

are straightforward. Whenever a request appears, start growing a ball around the request

with the radius increasing at half the speed time is passing.2 When two balls overlap (i.e.

when the sum of their radii is at least the distance between the two points) and the radii of

the two balls are within a factor 2 of each other, the two requests are matched. Growing balls

around requests should be natural – the goal is to balance the costs incurred due to space

and time. By slowly allowing worse and worse distance matches, we increase the chances

that our time and space costs will be balanced.3

The second piece of the matching rule is less obvious, but it can be made intuitive by

considering the example of subsection 3.2.2. In that example, one sees that a rule that always

immediately matches nearby requests (or even requests directly on top of each other) can be

exploited by an adversary to create a large competitive ratio. The adversary can force the

1Note that since MPMD is inherently an online problem, usual tricks to get high probability bounds,
like taking the best of independent runs of the algorithm, do not apply to MPMD.

2Bienkowski et al. do not use the ball-growing metaphor to describe their algorithm (they talk about
budgets). Azar and Jacob-Fanani use this metaphor in [AJF18] for their algorithm, and suggest applying
the metaphor back onto [BKS17b]. Since we also use ball growing as a metaphor for our similar algorithms,
we use this language whenever possible to emphasize the common thread in the literature.

3Of course the adversary can force these numbers to still be quite imbalanced, even on the ball-growing
algorithm, but this approach limits the ways that the adversary can hurt us.
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algorithm to match some requests immediately, while leaving others pending for extended

periods, where the optimal matching still incurs little time penalty.4

The analysis mostly follows from a few simple observations about the algorithm: for

example, if the algorithm decides to match request r1 to r2 when r3 is pending, then r1 and

r3 must be far in distance or have arrived at very different times (or else r1 and r3 would

have been matched instead of r2). The algebra required to bound the competitive ratio is

more involved than it is enlightening, so we will not recap it here. Their final result is the

following:

Theorem 3.4.1 (Bienkowski, Kraska, Schmidt [BKS17a]). There is a deterministic algo-

rithm for MPMD that achieves an O(mlog2(5.5)) ≈ O (m2.46)-competitive ratio.

Note that the ratio is now measured in terms of m (the number of requests) not n (the

size of the metric space). Indeed, these deterministic algorithms all work on continuous

metric spaces, even spaces that are unknown to the algorithm (assuming the algorithm has

access to distances between requests).

Bienkowski et al.’s ball-growing approach is improved by Azar and Jacob-Fanani in

[AJF18]. They also grow balls, but they do not do so in (X , d), the metric space where

requests appear. Instead they grow in the metric space(X × R, D) where D(r1, r2) =

d(x1, x2)+ |t1− t2|, i.e. the metric space where the distance between requests is the penalty

OPT would face for matching those two requests. Moreover they grow only hemispheres;

the balls only grow backward in the time axis (they do not grow forward in time, hence

becoming only hemispheres).

The tools of the analysis are fundamentally similar to the ones used by [BKS17b], so we

will not recap the arguments. Instead, we highlight performance of the hemisphere-growing

on our two canonical examples. From the example from subsection 3.2.2, we see why Azar

and Jacob-Fanani chose to grow only hemispheres instead of full spheres. If full spheres

4Since the competitive ratio proven in Bienkowski et al.’s paper is ω(m), an example showing that the
balance condition is necessary to avoid an Ω(m) ratio is not perfectly compelling for the importance of
the rule in this context, but as this same example is useful in other contexts, we simply use that one.
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were grown, then the requests that appear at time a − ε would be matched to the request

that appeared at time a − 1, creating the bad solution. On the other hand, when requests

are only growing hemispheres: it takes only ε time for the appearances at time a to have

their hemispheres envelope the previous request at its location. On the other hand, requests

at time a − ε will take 1 − ε time before their hemispheres hit another request. Thus the

algorithms actually find the optimal matching by looking only behind in time instead of

looking forward.

On the other hand, both ball growing algorithms fail miserably when given the example

from subsection 3.2.1. Both match greedily (as shown in Figure 3.2). This guarantees a

competitive ratio of at best O(mlog2(3/2)) ≈ O(m0.46). Modulo technical details, this is a

sharpness example for the competitive ratio of the algorithm.

Theorem 3.4.2 (Azar and Jacob-Fanani [AJF18]). There is a deterministic algorithm for

MPMD that achieves an O(m0.46)-competitive ratio.

3.4.2 A different approach

We were able to phrase all the algorithms in the last section as variations on “ball growing.”

Not all algorithms for MPMD fit nicely into this framework. Bienkowski, Kraska, Liu,

and Schmidt consider a very different kind of algorithm for MPMD [BKLS18]. They use a

primal-dual LP-based approach. They consider the linear program in Figure 3.4. Each xe is

supposed to approximate an indicator that we will put e = (ri, rj) into our matching. Let

opt-cost(e) be the cost that OPT would incur to match e = (ri, rj), i.e. d(xi, xj) + |ti − tj|.

For a set S let sur(S) be the number of unmatched requests in a maximum matching of S

(for MPMD, this is just |S| mod 2), and let δ(S) be all possible (unordered) pairs of requests,

with one request in S and one outside S. We use R to denote the set of all requests, and E

to be the set of potential matches. Consider the LP and its dual, shown in Figure 3.4.

The algorithm is a greedy algorithm on the dual LP. It maintains a partition of all the

requests it has seen (both pending and matched) into “active sets.” When a new request
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minimize
∑
e

opt-cost(e) · xe maximize
∑
S⊆R

sur(S)yS

subject to
∑
e∈δ(S)

xe ≥ sur(S) ∀S ⊆ R subject to
∑

S:e∈δ(S)

yS ≤ opt-cost(e) ∀e ∈ E

xe ≥ 0 ∀e ∈ E yS ≥ 0 ∀S ⊆ R

Figure 3.4: The linear program of Bienkowski et al., along with its dual.

appears, a new active set containing only that variable is created. While a set S is active and

sur(S) > 0, yS grows at unit rate. When a constraint involving two active sets S, T becomes

tight, S and T are made inactive, S∪T becomes active, and if there are any possible matches

in S ∪ T they are made. Verifying some technical details, the algorithm maintains a feasible

dual point at every point in time. The final analysis uses duality to argue about the quality

of the final result.

Theorem 3.4.3 (Bienkowski, Kraska, Liu, Schmidt [BKLS18]). The competitive ratio of the

greedy dual algorithm is O(m).

The gap between the primal-dual approach and the local approaches is not a result of the

analysis. Indeed, Bienkowski et al. produce an MPMD instance on which their algorithm

performs a factor m worse than optimal (i.e. showing the competitive ratio is Θ(m)). Their

tightness construction has a similar flavor to the example in subsection 3.2.2.

3.5 Extensions of MPMD

The version of MPMD we have discussed so far is not the only version of MPMD which has

been studied. Since the introduction of the original problem, researchers have modified it to

model problems that do not quite fit into the standard MPMD model. We briefly discuss

the two main threads already in the literature.
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3.5.1 Bipartite

The most-studied extension of MPMD is the “bipartite” version of the problem (MBPMD).

The bipartite version has a very similar problem statement, but with the addition that every

request that appears has a polarity (either positive or negative), and matches can only be

made between requests of opposite polarities. MBPMD is a better analogue for certain

real-world matching problems. The most obvious such problem is that faced by ride-sharing

apps (like Lyft and Uber). To model that problem, the positive requests represent people

willing to give a ride and negative requests represent those looking for rides. As with the

non-bipartite version, a perfect matching is always possible once all requests have appeared,

i.e. there will be an equal number of positive and negative requests.

While the problems appear quite similar on the surface, there is no known general re-

duction from one to the other. However, researchers have had consistent success in adapting

algorithms designed for MPMD to apply in the bipartite case. Indeed, for both randomized

and deterministic algorithms, the best-known upper bounds are the same and come from

similar algorithms, while the best-known lower bounds are similar constructions.

We begin with randomized algorithms. The best-known algorithm is due to Ashlagi et

al. [AAC+17]. It follows very closely the ideas Azar et al. in [AAC+17], for the non-bipartite

version, so we only highlight the differences. As before, the algorithm begins by reducing

to the case of a tree. Rather than maintaining a single forest of purchased edges, for the

bipartite version, Ashlagi et al. maintain two forests – one which represents positive requests

waiting, the other represents negative requests waiting. Edges are purchased for the positive

(negative) forest if the number of pending positive (negative) requests in a subtree outnumber

the negative (positive) requests. If there is a pair of requests (one positive and one negative)

such that the positive forest has every edge from where the positive request is pending to the

least-common-ancestor of the two requests and the negative forest has every edge from the

negative pending request to the least-common-ancestor, then the two requests are matched.
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Theorem 3.5.1 (Ashlagi et al. [AAC+17]). There is an O(log n)-competitive algorithm for

MBPMD.

The proof of correctness is essentially the same except that the second forest induces

increases the competitive ratio by a constant factor.

The lower bound construction also can be adapted to the bipartite case, but at a more

significant cost.

Theorem 3.5.2 (Ashlagi et al. [AAC+17]). There is no (randomized) algorithm for MBPMD

with a o
(√

logn
log logn

)
competitive ratio.

Note that there is still a O(
√

log n/ log log n) gap between the best-known upper and

lower bounds for (randomized) MBPMD.

On the deterministic side, again a minor modification causes the best-known algorithm

to lose only a constant factor in the competitive ratio. Azar and Jacob-Fanini’s algorithm

can be modified (by just adding a rule that the algorithm matches only if the requests to be

matched are of opposite polarity).

Theorem 3.5.3 (Azar and Jacob-Fanini [AJF18]). There is a deterministic MBPMD algo-

rithm that achieves an O (m0.46)-competitive ratio.

Incidentally, Bienkowski et al.’s primal-dual algorithm can also be modified to function

for the bipartite version, with the same O(m) competitive ratio.

3.5.2 Alternate costs

Having linearly increasing costs for distance and time is a natural choice for an initial model,

but this may not always accurately reflect reality. A natural alteration to the problem is to

impose super-linear costs for waiting time. A person may not notice the difference between

a 20 second wait and 30 second wait on our gaming server, but is likely to grow increasingly

frustrated as the waiting time goes beyond 5 minutes. Liu, Pan, Wang, and Wattenhofer
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therefore consider what happens if the time penalty grows as a convex function [LPWW18].

We follow [LPWW18] and call this problem convex-MPMD.

Intuitively, making the penalty an increasing function of the wait time seems to make the

problem much harder – the existing algorithms for MPMD all strategically leave a request

pending to balance the potential distance and time costs. With a convex time penalty the

ability to leave a request is severely limited. To simplify the new tradeoff, they only consider

the problem on uniform metric spaces.

In this new, simplified setting they show for many simple convex functions the competi-

tive ratio is Θ(n).

Theorem 3.5.4 (Liu et al. [LPWW18]). There is an algorithm for convex-MPMD that

achieves an O(n)-competitive ratio on uniform metric spaces.

Theorem 3.5.5 (Liu et al. [LPWW18]). Every convex-MPMD algorithm on uniform metric

spaces incurs penalty Ω(n).

The algorithm that achieves the O(n) ratio is not patient – if δ is the distance between

any two points in X , and some pair of requests have both waited 2δ time it is immediately

matches that pair. It is also “jumpy” in the sense of immediately matching requests pending

at the same point. We will not cover the details of the algorithm or the lower bound.

3.6 Our Initial Work – Stochastic Setting

We now turn to our own work on MPMD. In our survey of the prior literature, we observed

that ball growing is a common (and useful) metaphor for describing deterministic algorithms

for MPMD, but has not been used in randomized algorithms. We are able to design a ball-

growing based algorithm for MPMD that matches the best known randomized algorithms,

connecting ideas from the two threads of MPMD literature. Before getting to that algorithm,

we increase our intuition for ball growing by showing a simple version in a stochastic setting.

In the standard MPMD setting, an adversary chooses the location and time of appearance

for each request. Such a model is useful if one is concerned about malicious inputs or does
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not know much about the requests that will be given to the algorithm. However, if one

desires to model a system where the inputs are predictable (e.g., from historical data) and

not likely to be manipulated, it may be more accurate to view the requests as generated

randomly.

Our5 initial work on MPMD focuses on this problem. We assume that the interarrival

times (i.e. the time between when requests appear) are drawn i.i.d. from an exponential

distribution. When a new request appears, its location is drawn according to a (fixed, but

unknown) distribution over the points in the metric space.

In this setting, it no longer makes sense to think about competitiveness as the worst

possible ratio between our performance and the optimal. Any instance an adversary could

invent has some (very small) probability of actually begin drawn6. The probabilistic assump-

tion does not give any benefit for the worst-case. Instead we’ll consider the expected value

(over only the drawing of the instance – our algorithm is deterministic) of our algorithm’s

performance against the optimal matching. In a slight abuse of terminology, we will still

refer to this number as the competitive ratio.

We show that a simple algorithm has expectation within an O(1)-factor of optimal. Our

algorithm simply grows a ball around every request (with the radius increasing at unit rate).

When two balls intersect, match the two requests.

3.6.1 The “Ball Growing” Algorithm

The key idea behind all of our algorithms is “ball growing.” Each request maintains a

number, which we think of as the radius of a ball surrounding the point in the metric space.

In the basic version of the algorithm, the radius is exactly how long that point has been

waiting to be matched, i.e. for each point the radius starts at 0 when the point appears

and increases continuously at a unit rate. As soon as two balls intersect, we match the

5this is joint work with Anna Karlin, Shayan Oveis Gharan, and Alireza Rezaei

6or more accurately a slightly perturbed version, since our model does not allow for exactly simultaneous
arrivals.
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corresponding points. Note that this matching rule implies that the balls for unmatched

points are always disjoint.

Formally, we use the following model. Let (X , d) be an underlying metric space. In this

section, we make no assumptions on the underlying metric space. For example, our spaces

are allowed to be continuous.

Requests arrive randomly in the space as follows:

• Interarrival times: When each request arrives, we start a new (independent) expo-

nential clock with parameter λ. When the clock fires, a new request appears.

• Location of arrival: The location of each new request is independently drawn from

the density function f(·).

3.6.2 Analysis

Recall that our algorithm creates a ball of radius 0, centered at every new request that

appears. The radius of each ball increases at a constant rate so that t time units after it

arrives, the radius of the ball is t. When the balls for two requests overlap, we match those

two requests.

Let B(x, r) = {y : d(x, y) ≤ r} be the (closed) ball of radius r centered at x. Let

Bopen(x, r) = {y : d(x, y) ≤ r} be the corresponding open ball. We use ALG to denote the

total cost of our algorithm, ALGtime to refer to the time cost, and ALGdist to refer to the

distance cost.

The key to the analysis is the following definition

Definition 3.6.1 (rx). Define rx as the smallest r for which the following inequality is true:

1

λpB(x,r)

≤ r, where pB(x,r) =

∫
z∈B(x,r)

f(z)dz

Since the left hand side decreases as right hand side increases, they must cross, and thus

rx is well-defined.
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Notice therefore that

λpB(x,rx) ≥
1

rx

and

λpBopen(x,rx) ≤
1

rx
, where pBopen(x,rx) =

∫
z∈Bopen(x,rx)

f(z)dz

.

Observe that 1/λpB(x,r) is the expected time to an arrival in B(x, r). This observation

leads us to our two key lemmas. Suppose a request appears at x. With constant probability,

another request does not appear in Bopen(x, rx) for at least rx time, so any algorithm will

incur Ω(rx) cost. On the other hand, our ball growing algorithm will expect to pay only

O(rx) to match a request at x. We formalize these observations in the next two lemmas.

Lemma 3.6.2. ALG ≤ 4
∫ T
τ=0

∫
x
λf(x)rx dx dτ

Proof. Observe that the distance cost for any request matched in ball growing is always at

most the time cost of matching that request. We claim that the appearance of a new request

inside B(x, rx) at least rx time units after the request at x appears guarantees the original

request will be matched. Indeed, by then if the request has not been match, its ball certainly

contains the point where the new request appears. Thus the request at x will be matched,

at the latest, the next time after t + rx that a new request appears in B(x, rx) Observe

that the time to a new request appearing in B(x, rx) is an exponential random variable with

parameter λpB(x,rx) ≥ 1/rx. We thus can bound the expected cost to ALGtime as follows:

ALGtime ≤
∫ T

τ=0

∫
x

λf(x)

∫ ∞
0

(t+ rx)
1

rx
e−t/rxdt dx dτ,

=

∫ T

τ=0

∫
x

λf(x)

(∫ ∞
0

t
1

rx
e−t/rx dt+

∫ ∞
0

e−t/rx dt

)
dx dτ,

≤
∫ T

τ=0

∫
x

λf(x)2rx dx dτ.

where the last inequality uses that the first integral in parentheses is the expectation of the
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time for an arrival inside B(x, rx), and the second integral is rx times the integral of the pdf

of an exponential.

Doubling ALGtime we have the required bound on ALG.

Lemma 3.6.3. OPT ≥ e−2
∫ T
τ=0

∫
x
λf(x)rx dx dτ,

Proof. We now lower bound OPT. Suppose a new request appears at x at time τ . We show

that with constant probability there is no other request that OPT could match x with which

does not incur at least rx cost to OPT.

Let αx(τ) be the probability there is no other arrival within Bopen(x, rx) during the time

window [τ − rx, τ + rx]. For any such request, OPT must incur rx cost in the matching, thus

we have:

OPT ≥
∫ T

τ=0

∫
x

λf(x)rxαx(τ) dx dτ,

Finally, observe that

αx(τ) ≥ 1−
∫ τ+rx

τ

1

rx
e−t/rx dt−

∫ τ

τ−rx

1

rx
e−t/rx dt = 1−

∫ 2rx

0

1

rx
e−t/rx dt = e−2.

Combining Lemma 3.6.2 and Lemma 3.6.3 we immediately have

Theorem 3.6.4. In our stochastic setting, ball growing is an O(1)-competitive algorithm.

Remark 3.6.5. The ball-growing algorithm does not require advance knowledge of the un-

derlying metric space. It also does not require knowledge of the probability distribution from

which the requests are drawn.

3.7 Our Initial Work – Adversarial Setting

We now consider an adversarial setting, where the requests are chosen by an (oblivious)

adversary not drawn from a probability distribution. Following much of the prior work on
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this problem, we assume that the underlying metric space (X , d) is finite and known in

advance.

Our analysis is very similar to the analysis of Azar et al. [ACK17]. Where possible,

we have adopted their notation and the structure of their proof. We adapt ball growing to

match the best-known performance for adversarial instances for finite metric spaces. As with

[ACK17], embed the metric space into an HST of height O(log n).

We need to carefully define what balls mean in our new context, and how they should

grow. Every request grows a ball “up” the tree (despite being a discrete metric, we think

of balls as growing continuously along edges, but only growing toward the root, not back

down other branches of the tree). Let TB denote the subtree rooted at the vertex that the

boundary of B most recently grew past. We say a ball B′ is “inside” a ball B if the boundary

of B′ is inside TB or if the boundaries of B′ and B are on the same edge and B is no higher

than B′ on that edge. At each time instant t and for each request r, if the number of balls

inside Br (including Br itself) is odd, then let r’s ball grow at a unit rate. Otherwise Br is

fixed.

In subsection 3.7.1 we reduce to MPMD on certain tree metrics. We then describe the

“Odd Ball Growing Algorithm” on (arbitrary) tree metrics in subsection 3.7.2. Finally in

subsection 3.7.3, we analyze ball growing on tree metrics and prove the following theorem:

Theorem 3.7.1. Odd Ball Growing is an expected-O(log n) competitive algorithm on n-point

metric spaces in the adversarial setting.

3.7.1 Reduction to Tree Metrics

Prior work in this setting has first embedded X into a distribution over hierarchically sep-

arated tree (HST), and used the structure of the HST to design the algorithm. We do the

same. Emek et al. [EKW16] make use of binary HSTs, while Azar et al. [ACK17] use

weighted HSTs to lessen the height of the trees (cf. [BBMN15]). We follow Azar et al. The

reader should see [WS11] for more on embedding into HSTs. For our purposes, the following
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notion of HST suffices:

Let D be a distribution over HSTs. We say we have embedded (X , d) into D if:

1. for all T in the support of D, d′T (u, v) ≥ d(u, v) for all u, v ∈ X

2. ET∼D[d′T (u, v)] ≤ O(log n)d(u, v) for all u, v ∈ X .

Where d′T (u, v) is the distance in tree T between the leaves corresponding to u and v. Stan-

dard techniques (see e.g. [FRT04] or [WS11, Theorem 8.17]) allow us to draw from such a

distribution efficiently.

3.7.2 Algorithm

Our algorithm can be run on any rooted tree. By adding dummy leaves with edges of weight

0 to each internal vertex, we may assume without loss of generality that the requests appear

only at the leaves of the tree. Arbitrarily root the tree if it does not already have one, and

add an imaginary edge of infinite weight above the root.

Consider the following variant of ball-growing for HSTs. As before, each request grows

a ball. It starts at a leaf of the HST (corresponding to where the request appeared in the

original metric space). The boundary of the ball grows only “up” the tree (i.e. only away

from the leaves). Despite the underlying metric space being discrete, we will speak as though

the balls partially fill the edges of the tree as they grow. We will refer to the edge above

the vertex u as eu. Define Tu to be the subtree rooted at u along with the edge eu. For a

ball B whose boundary is on eu, we will write TB to refer to the subtree Tu. We say a ball

is “in” a subtree T ′ if the boundary of its ball is in T ′. Note that even if a request begins

inside some subtree, its may cease to be in that subtree (if it grows beyond the highest edge

of that subtree).

We now describe how the balls grow and how to match requests. We say a ball B1 is in

a ball B2 if (1) the boundaries are on the same edge and B2’s boundary is no higher than
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B1. or (2) B2’s boundary is on another edge in TB1 . We will say “strictly inside B” if we

wish to exclude B itself.

At each time instant t and for each request r, if the number of balls in Br (including Br

itself) is odd, then let r’s ball grow at a unit rate. Otherwise Br is fixed.

We now describe how to match requests. We make explicit use of the edges of the tree

in our matching rules.

Rule 1 If the boundaries of two (adjacent) balls are on the same edge, and their growth

across that edge is within a factor of 2, then match them.

Rule 2 If there are four balls whose boundaries are on the same edge, then match the bottom

two balls to each other.

Rule 3 If there are two balls whose boundaries are on the (imagined) edge above the root,

match them.

The intuition behind the tree version of ball-growing is generally similar to the intuition

behind the basic version. We motivate some of the changes: the use of parity is inspired by

[ACK17]. Intuitively, as long as we have an odd number of pending requests in a subtree,

then either OPT does too (and it must be incurring waiting time in that subtree) or OPT

must have matched a request inside that subtree to a request outside that subtree (and thus

it incurred distance cost). Rule 2 makes our charging arguments easier, as it ensures there

will only ever be three balls growing on the same edge for more than an instant.

3.7.3 Analysis

In this section, we prove Theorem 3.7.1. In our intermediate technical results, we must

compare to an arbitrary solution matching SOL instead of OPT. We are interested in

comparing to the optimal algorithm for the original metric space, not the optimal matching

for the HST we embedded into. Since the embedding distorts the distance costs, the optimal

matching on the HST need not be the same as the one for the original metric space.
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The main technical result is the next theorem.

Theorem 3.7.2. On any tree of height h, for any solution SOL, the ball growing algorithm

achieves:

ALG ≤ 75

2
(SOLdist + hSOLtime)

Our proof proceeds as follows: we first show that ALG is bounded by the sum of the radii

of the balls at the time they were matched. We then define a scheme to assign the growth of

the radii to the vertices of the tree (the “yu” and “zu” play that role – see Definition 3.7.5

and Definition 3.7.6) and a similar scheme from the time and distance costs of SOL to the

vertices (these are “xu” and “x′u” – see Definition 3.7.12). We then argue vertex by vertex

that yu + zu are at most a constant factor more than xu + x′u.

Let R be the set of all requests presented by the adversary, and let radiusr be the radius

of r’s ball at the time r was matched (in ALG). We begin by showing the final radii are a

good approximation to the cost of the algorithm.

Lemma 3.7.3. ALGtime ≤ 2 ·
∑

r∈R radiusr

Proof. We show that at any time at least half of the balls are growing. It suffices to find an

injective mapping, f(·) from non-growing balls into growing ones. Consider any not growing

ball, B. Since it is not growing, there must be an odd number of balls strictly inside B

(excluding B itself).

If there is another ball whose boundary is on the same edge as B but below B, define

f(B) to be the highest such ball. Otherwise, B is the lowest ball on its edge, and all other

balls inside of it are strictly inside one of child subtrees. Since there are an odd number total,

at least one of the child subtrees must have an odd number of balls. Continue recursing into

a subtree with an odd number of balls until there is a ball on the edge above the root of that

subtree. The top such ball, (call it B′) must have an even number of strictly balls inside it,

so it is growing. Set f(B) := B′.

Our mapping is indeed an injection, as the image of any B is a ball B′ where B′ is strictly

contained in B but such that there is no ball B′′ such that B′ is contained in B′′ and B is
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not contained in B′′. So the preimage of any ball can be found by going up the tree until

one hits a non-growing ball.

Thus at least half of the balls are growing at any time step, and the claim follows.

Lemma 3.7.4. ALGdist ≤
∑

x∈R radiusx

Proof. To match two requests, their balls must have reached a common edge. The common

edge must be above the points’ least common ancestor, thus if u and v are matched radiusu+

radiusv ≥ d′T (u, v).

Our goal in the next step of the proof is to argue vertex by vertex about the costs of the

algorithm in comparison to SOL. In order to make this argument, we assign the radii growth

to the vertices of the tree. The following definitions of yu and zu will serve this purpose. In

the following, a “trip” across an edge is the time that the boundary of the ball was growing

on that edge. If a request is matched before it finishes growing across some edge, the trip is

only “partial” or “unfinished.” Intuitively, yu will represent the ball growth that corresponds

to completed trips across the edge eu (i.e., the edge in the tree above vertex u), while zu will

represent the partial trips.

Definition 3.7.5 (yu). Define yu for each vertex u as follows:

• If u is the root, let yu be 0.

• Otherwise, let yu be the growth of all completed trips across eu (with no contribution

from unfinished trips)

Note that if k balls complete a trip across eu then yu is exactly k times the weight of eu.

We define the zu to handle “partial” trips.

Definition 3.7.6 (zu). Define zu for each vertex u as follows:

• If u is the root, let zu be the total growth across eu
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• Otherwise, every time a ball is matched on eu by Rule 2 increase zu by the growth of

the top of the two matched balls on eu.

Remark 3.7.7. The exact definition of zu may seem strange – our goal is to separate the

arguments about rule 2 from the rest of the argument. After showing Lemma 3.7.11, we will

be able to focus only on edges matched according to rules 1 and 3.

Before we begin the actual analysis, we will make a few simple observations about the

algorithm.

Observation 3.7.8. By Rule 1, a ball never “passes” another.

Observation 3.7.9. Balls must be on the same edge, with no balls between them, to be

matched.

This observation may not be obvious for Rule 1. Suppose B1 and B2 can be matched

according to Rule 1. A hypothetical ball between them would have growth much less than

a factor 2 away from at least one of B1 and B2. Regardless of how they were growing, it

would have been possible to match the middle ball to one of the others a small time earlier,

so there cannot be a ball between B1 and B2.

Observation 3.7.10. Once a ball becomes the top one on its edge, it will continue to be the

top ball on its edge until it is matched by Rule 1 or it grows beyond the edge.

With these observations in mind, we can proceed with our proof. We begin by showing

the sum yu + zu does actually correspond closely with
∑

x∈r radiusx:

Lemma 3.7.11.
∑

u∈T yu + zu ≤
∑

x∈R radiusx ≤
5
2

∑
u∈T (yu + zu)

Proof. The first inequality follows immediately from the definitions. For the second inequal-

ity, we have not accounted for growth caused by balls matched according to Rule 2, nor for

the “bottom” ball when we match according to Rule 1.

By Rule 2, no edge ever has 4 balls growing across it (when the fourth appears it is

immediately matched), thus when we match according to Rule 2, there is only one ball
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that has grown across eu that we must account for. Call this ball we must account for B3

(because it is the third on the edge). Consider B1, the top ball on eu when we match B3. By

Observation 3.7.10, B1 will increase either zu or yu. Charge the growth of B3 on eu to the

increase caused by the B1. Observe that whenever B3 was growing B1 was too (since there

is one ball between them). Thus each ball is responsible for at most twice its own growth in

this paragraph.

The only other growth we have not accounted for is the growth by the second ball matched

according to Rule 1. Every such ball has at most half as much growth across eu as the ball

it is matched to.

Thus each ball is responsible for at most 2.5 times its own growth (its own, its match’s

and balls matched by Rule 2 while it is the top ball).

Definition 3.7.12 (xu, x
′
u). Let xu be the time cost incurred by SOL by all requests in the

subtree rooted at u.

Let x′u be the distance cost incurred by SOL for using the edge above u.

Observe that the x′u values exactly split up SOLdist, while the xu overestimate SOLtime by

up to a factor of the height of the tree (since a single request could be the only one pending

but cause all ancestors in the tree to have their xu increase).

Lemma 3.7.13. For all u, yu ≤ 3(xu + x′u)

Proof. If u is the root, yu is 0, so the claim holds. Assume u is not the root.

By definition, yu only increases on a complete trip across eu. We divide time into phases.

We start the first phase when the algorithm starts. Every time a ball finishes growing across

eu, end the current phase. Consider only completed phases (i.e. if the algorithm ends before

a phase ends, ignore the final partial phase). Observe that yu is exactly the number of

completed phases times w(eu), the weight of edge eu in the tree metric.

We first argue assuming that there are at least 2 phases. We compare the following

parities: Let αu be the parity of the number of balls in Tu in our algorithm and let βu be
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the number of unmatched requests for vertices in Tu in SOL. Note the asymmetry of this

definition – in SOL we count requests (as SOL may not operate by growing balls) and a

request only ceases to be counted if it is matched. For ALG a ball will cease to be counted

if it grows past eu (or if it is matched).

Observe that αu flips exactly when

(α1) A ball finishes growing across eu.

(α2) A new request appears at a leaf in Tu.

and βu flips exactly when

(β1) SOL matches a request pending at a leaf in Tu to a request pending outside Tu.

(β2) A new request appears at a leaf in Tu.

Now consider two consecutive phases. Observe that if αu and βu are equal, they become

unequal if and only if events α1 or β1 happen. If event β1 occurs, then that match causes

x′u to increase by w(eu). Our two consecutive phases increase yu by 2w(eu); charge the full

increase to the change in x′u. Otherwise, β1 does not happen. α1 happens exactly between

the two phases, so in (exactly) one of the two phases αu = βu. During that phase, whenever

the ball was growing, αu was odd, and therefore βu was also odd and xu increased by at least

w(eu). Charge both increases of yu to that change.

Repeat this argument across all pairs of phases. If the total number of phases is odd,

charge the last phase to the most recent pair. If there are p phases, we have at least p/3

pairs, so we have yu ≤ 3(xu + x′u).

We now consider the cases where there is at most one completed phase. If there are no

completed phases, then yu is 0 and the claim follows. If the number of completed phases is

exactly one, we can still charge to xu and x′u. Indeed, let B be the ball that finished growing

across eu. Note that αu and βu are equal at time t = 0. If SOL uses eu to match at any time

in the course of the algorithm, we may charge to x′u. Otherwise, αu and βu are equal until B
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finishes its trip across eu. Since B grows across eu when αu is odd, the time it grew across

u is w(eu) time where βu was also odd, and we have yu ≤ xu + x′u.

We now turn to bounding zu. We use a parity argument similar to Lemma 3.7.13, though

the definitions are slightly more involved.

Lemma 3.7.14. For all u, zu ≤ 2(xu + x′u)

Proof. If u is the root, observe that a ball growing across eu has all other balls in the algorithm

inside of it. Thus it grows if and only if the total number of pending requests for OPT is

odd. The parity of the number of pending requests in SOL is the same, so whenever zu is

increasing, xu is increasing as well, and we have zu ≤ xu.

Now suppose u is not the root. We again divide time into phases. End a phase whenever

balls are matched on eu according to Rule 1. Now consider each phase. We again define an

α and β. Let B be the top ball which is matched to end this phase, and B′ the bottom ball

matched to end this phase. Let αu be the parity of the number of balls in B (including B

itself). Let βu be the parity of the number of pending requests in Tu in OPT.

Note that the definition of αu is different in this proof from the proof of Lemma 3.7.13.

We again consider when αu and βu change relative to each other. With the change in the

definition, the only possible way for αu and βu to change relative to each other is for SOL

to match a request in Tu to outside of Tu.
7

We now argue in a single phase. In a given phase, if SOL used eu to match during this

phase, then x′u increased by w(eu), which is at least the increase to zu in this phase. If SOL

did not use eu, then we know that αu and βu did not change relative to each other for the

entire phase. If they were always equal, then xu increased whenever B grew. Otherwise,

xu increased whenever B′ grew. In either case, since we only match when B and B′ have

growth within a factor 2, xu increased by at least half of the increase to zu in this phase.

In either case we have have the claim.

7Unlike in the previous proof, we no longer need worry about B growing beyond eu, since we know it
will be matched before it leaves the edge
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We can now prove the main technical result

Proof of Theorem 3.7.2. ALG ≤ 3
∑

x∈R radiusx ≤ 15
2

∑
u∈T yu + zu ≤ 75

2

∑
u∈T xu + x′u

where the first inequality is by Lemma 3.7.3 and Lemma 3.7.4 and the second follows from

Lemma 3.7.13 and Lemma 3.7.14. Recall that we defined x′u to be the distance cost incurred

by SOL for using the edge above u, and xu to be time that the subtree rooted at u has an

odd number of requests. Summing over all u, x′u becomes exactly SOLdist. If we sum over

xu, then at each moment, any request may be causing all of its ancestors u to increase their

xu, so the time cost of SOL could be a factor h (the height of the tree) less than xu, and we

have: ALG ≤ 75
2

∑
u∈T xu + x′u ≤ 75

2
(SOLdist + hSOLtime)

We now show that our main result follows from Theorem 3.7.2

Proof of Theorem 3.7.1. Consider an arbitrary metric space (X , d) on n points.

We can embed X in a distribution D over weighted HSTs. Our algorithm draws a tree

according to D then runs the odd-ball-growing algorithm on that HST. By Theorem 3.7.2,

in the tree metric, ALG ≤ SOLdist + O(log n)SOLtime. The conversion to tree metric alters

the distance cost, but by point 2 of the HST definition, we have:

ED [ALG] ≤ O(log n)SOLdist +O(log n)SOLtime ≤ O(log n)SOL

as required.

3.7.4 Comparison to Azar et al.

We have followed the argument of Azar et al. very closely. From the overwhelming similarity

in the proofs, one might believe that our algorithm and theirs are fundamentally the same;

this is not the case. Their intuitions are very similar, but they operate differently. Consider

the example in subsection 3.2.2. Azar et al. will match the requests at the same points,

paying 1 − ε toward the edges until it pays for all the edges to the least common ancestor

of the two points. It will then match two distant requests. From then it will be able to



56

match the points at time ε.8 Observe that the key to the algorithm getting good behavior

is memory. Each time the algorithm is “tricked” it buys more of the edges above it. Even

if no requests are pending (as will happen frequently), the algorithm’s state (via the edges)

ensures it cannot be tricked indefinitely.

Our algorithm behaves quite differently. We do not keep global memory. If no requests

are pending, our algorithm records no state. Thus we must handle the example in subsec-

tion 3.2.2 differently. Observe that our algorithm is not “jumpy,” i.e. we can have multiple

requests pending at the same leaf without matching them. Indeed, on the example from

subsection 3.2.2, we will grow balls for the first requests to radius 1 − ε before the second

set of requests appear. By the time the third set of requests appear, the first set of balls (at

radius 1− ε) will still be much larger than the radii of the second set (only ε), so we do not

match the first pairs by location as Azar et al. do. We will pair the second set with the third

set. Allowing the algorithm to run, we will match the first pair of requests to each other,

and end up with the same pairs as OPT (though incurring more waiting time).

We include this as only an example of the differences in the algorithms; despite the surface

similarities they are truly different.

3.8 Open Problems

We now discuss a few open problems and avenues for how they might be addressed.

3.8.1 MPMD

In the stochastic setting, the most obvious avenues for open questions are to generalize our

models. A first step would be to argue what happens if requests stop appearing (our current

model assumes an infinite time horizon). One approach here would be to try to use the

diameter of the space to bound the costs of whatever requests are pending after the final

request has appeared. Other possibilities in the stochastic setting include allowing λ, the

8As it matches the points at time difference ε, it also pays ε and will eventually buy the edges again and
cycle back and forth. The behavior is still good because it matches far more at time ε.
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frequency at which requests appear, to change. We have initial results assuming λ is evolving

according to Brownian motion. In the extreme case, one could imagine a problem where an

adversary controlled the times when requests appeared, but not their locations.

In adversarial settings there are a few obvious open questions. The most obvious is to

close the gap between the upper and lower bounds on (randomized) algorithm performance in

terms of n. The gap (betweenO(log n) of [ACK17] and Ω
(

logn
log logn

)
of [AAC+17]) is extremely

small, but it is still super-constant asymptotically. It’s worth noting that achieving a o(log n)-

competitive algorithm would require a significant change in approach. It is already known

that there are metric spaces which require Ω(log n) distortion [Bar96].

On the deterministic side, we still have substantial gaps. As far as we know, an algorithm

could achieve poly-logarithmic performance, which is very far from the O(m0.59) of the best

upper bound. Again, the barrier for improving the algorithm is well-understood. MPMD

algorithms in the literature tend to be local. Each request looks in an (often expanding)

neighborhood around it to find its match, but the deterministic algorithms do not try to

maintain any “global state” – they make only local decisions. But local decision-making can

be tricked, as we saw with the example in subsection 3.2.1. Indeed, the competitive ratio of

O(m0.59) matches the ratio a greedy algorithm gets on this example exactly.

3.8.2 Extensions

For extensions of MPMD, we can take each of the questions we’ve already asked, and ask

them again for MBPMD. In addition there are some questions unique to the extensions: In

particular, we have no initial results for MBPMD in the stochastic setting, and it would be

a good first step to just see if our ball growing algorithm works in MBPMD – essentially the

only difference between the two settings is that balls need not be disjoint in the bipartite

setting (but this exact difficulty did not prevent [AJF18] from adapting their ball growing

in the adversarial setting, so we should be very optimistic). It would also be interesting to

try to adapt odd ball growing to the bipartite setting.

Finally, we could also examine further extensions of different cost functions. An obvious
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extension is to try to adapt the results on convex time functions to tree metrics. If they can

be extended then HST embedding tricks are likely to give us good results on general metric

spaces. Another extension would be to examine concave time functions.
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Chapter 4

TOURNAMENT DESIGN: CREATING GOOD MATCHUPS IN
SPORTS

A tournament rule is a mechanism for taking results of games played between n teams and

deciding a (single) winner of the tournament. Recent work has considered manipulability of

these tournaments. A major impetus for much of this recent work was an incident in the 2012

Olympic Badminton Tournament where both teams playing in a match were incentivized to

lose that match (and attempted to do so).

In 2016, the tournament was redesigned, with the stated goal of eliminating misaligned in-

centives; we show the redesign failed in this goal. We then describe a minimally-manipulable

tournament rule which could be reasonably implemented, while maintaining many of the sub-

tler features of the current tournament that a designer would want. Proving results about

the manipulability of our design requires extending definitions to a setting where teams may

play each other more than once with different results. Finally, we demonstrate that explicitly

considering cases with small n can lead to different, practical results than would be predicted

by only considering the case of arbitrarily large n.

4.1 Introduction

The impetus for this work (and much of the recent tournament design work) was dramatic

evidence that a commonly-used tournament design does not have properly-aligned incen-

tives. At the 2012 Summer Olympics, in two badminton matches both teams tried to lose

the match they were playing. The bizarre incident generated significant news coverage, as

the teams were actually attempting to increase their chances of winning a gold medal [Bel].

The tournament organizers disqualified all of the competitors for “not using one’s best efforts
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to win a match” and “conducting oneself in a manner that is clearly abusive or detrimental

to the sport” [Kel]. The decision was widely (though not unanimously) criticized by sports

commentators, who placed the blame on the tournament design (producing incentives in-

compatible with attempting to win every match) rather than a supposed moral failing of the

players [Bor, Lei]. Regardless of the blame, the way to move forward is clear – it is the job

of the tournament designer to align incentives.

As a result of the furor, the design was changed for the 2016 Olympics, with the goal of

ensuring the incident would not be repeated. Indeed, on announcing the change, the president

of the Badminton World Federation said the redesign “will eliminate any player’s thoughts

about actively trying to lose a match or matches, irrespective of other match results” and

that they had “ensure[d] such a regrettable spectacle is never witnessed in badminton again”

[Ber].

This goal was not met. The redesigned tournament still suffers from at least two different

scenarios which could incentivize competitors to lose matches, as we show in subsection 4.2.3.

The main contributions of this chapter are to demonstrate this fact and to suggest an alter-

native tournament which (under some weak assumptions) provably will never incentivize a

team to lose a match, while still maintaining many of the subtler tournament features that

the Olympic designers may have considered when choosing their designs.

4.1.1 Technical Background and Related Work

This chapter is part of a line of work that has sought to design tournaments that maintain

reasonable methods of choosing a winner while minimizing the ability of players to manipulate

the results. The fundamental object of these papers is a tournament rule. A tournament

rule is a function that maps the results of n teams playing all possible pairwise matches to

a (possibly randomized) champion of the competition.1

Previous work has shown tradeoffs between the reasonableness of a tournament and its

1In subsection 4.1.3 we will extend these definitions to a more general setting where teams may play each
other more than once.
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vulnerability to manipulation. We begin with a recap of the most common criteria for a

good tournament.

Definition 4.1.1 (Condorcet-Consistency). A tournament rule is Condorcet-consistent

if a team which wins all of its matches is declared the champion with probability 1.

Let T be a tournament, i.e., the results for all matches played. For a participant i, let

ri(T ) be the probability2 that i becomes the champion under the events of T .

Definition 4.1.2. A tournament rule is monotone if for every player i, and every tour-

nament T , if i intentionally losing a match would result in the tournament T ′ then ri(T ) ≥

ri(T
′).

That is, a participant cannot increase their chances of winning the tournament by losing.

Definition 4.1.3 (SNM). A rule is said to be k strongly non-manipulable with pa-

rameter α (k-SNM-α) if no coalition of k players can increase their combined probability

of winning the tournament by α by manipulating the results of the games between them.

Altman and Kleinberg show it is impossible for a tournament to be strongly non-manipulable

(i.e. k-SNM-α for all k and α) and Condorcet-consistent [AK10]. With this impossibility

result, it is reasonable to try to weaken one of the two criteria. One possible weakening

of Condorcet-consistency is non-imposition, which requires that for each team there is a

set of results (across all matches) that will result in it becoming the champion. As long

as the tournament does not have exactly 3 competitors, Altman, Procaccia, and Tennen-

holtz show there exists a tournament rule that is pairwise non-manipulable (i.e., 2-SNM-α

for all α), non-imposing, and monotone [APT09]. However, this tournament design is not

Condorcet-consistent, which makes it unsuitable for use in sports tournaments.

Instead of weakening Condorcet-consistency, one can weaken non-manipulability. Schnei-

der, Schvartzman, and Weinberg show that a tournament can be Condorcet-consistent and

2probability over any randomness in the tournament rule.
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2-SNM-1/3 (and that 1/3 is the best possible α for a Condorcet-consistent tournament)

[SSW17].

A common pattern in real-world tournaments is to involve multiple stages. A very com-

mon tournament design (used in Olympic badminton as well as other Olympic sports and

the soccer World Cup) begins with a “round robin” stage, where teams are partitioned into

groups of 4 and play every other team in their group. The first and second place teams

of each pool advance to the next stage. This multi-stage process can lead to manipulation

as demonstrated by the 2012 Olympics badminton scandal [Kel12]. Theoretical work has

also analyzed multi-stage tournaments. Pauly proves it is impossible, under a number of

reasonable constraints, to design a monotone tournament where the first round is pool play

with multiple teams advancing [Pau14]. One of the constraints Pauly imposes is that the

tournament be completely deterministic, so this result does not directly address the 2016

redesign. Using a different notion of incentive-compatibility, Vong shows that any combina-

tion of group-play stages is incentive-compatible under their model if and only if each group

allows only one team to advance [Von17].3 Neither of these results applies directly to the

redesigned Olympic badminton tournament.

In addition to the more theoretical work above, there is a more recent line or work

discovering vulnerabilities in other real-world tournaments. Csato has found potential ma-

nipulations in both the 2018 European World Cup qualification [Csa17a] and the European

Men’s Handball Championship [Csa17b]. Csato also proposes practical modifications to these

tournaments, but the modifications are not sufficient for the badminton case [Csa18].4

3Vong assumes that all results (if played with full-effort) are known to competitors in advance. This
assumption is not particularly realistic, and allows for a very restrictive definition of IC (intuitively they
require that every time teams are “ranked” [to move from one stage to the next] that the true ranking is
a Nash equilibrium). Vong’s result does not directly address randomized designs, nor any uncertainty in
the result.

4Csato’s work considers teams manipulating group play to affect whether they advance out of group play.
The primary issue in the badminton context is not whether the manipulating team advances, but whether
they improve their chances in the next round.



63

4.1.2 Our Contribution

This paper is meant to be a bridge between the two lines of work above. The theoretical

work has produced very interesting impossibility (and occasionally possibility) results, but

often focuses on results that hold for all n. Meanwhile the applied work shows that real-

world tournament designers have not actually applied these results, and continue to use

non-monotone tournaments. Our aim is to find a design which is as easy to use as possible

for real-world designers, while still provably having the incentive-compatibility properties

theoreticians know are necessary.

Our contributions are as follows: first we demonstrate that the changes made in 2016 were

insufficient. Indeed, the redesigned tournament is still vulnerable to at least two different

scenarios which would incentivize a team to lose. Second we design a tournament which is

monotone (and therefore not vulnerable to these kinds of manipulation). We are not the

first to design such a tournament, but we argue (in subsection 4.3.3) that our design has

practical advantages that make it more likely to be utilized than previous suggestions.

On a technical level, we have the following contributions. We describe a new mathematical

model for tournaments that allows teams to play each other more than once with different

results, (which we have not found in the literature, despite many important tournaments

having this feature) and thus extend definitions to this new setting. All prior proofs of

monotonicity have been trivial. A key feature of our design is that teams are not eliminated

on their first loss, we thus require a non-trivial proof of monotonicity. While our proof is

not complicated, we believe this is a key step to designing tournaments that designers will

use in the real-world (as we argue in subsection 4.3.3). Finally, our work demonstrates the

importance of explicitly considering small n. Prior theoretical work often proves results for

general n, we will see that our tournament design has a subroutine which is not incentive

compatible for arbitrary n, but is for n = 4, and that this is sufficient for our real-world

needs.
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4.1.3 Model and other Preliminaries

We consider two models for the results of games:

1. Whenever two teams play (intending to win) the same team always wins.

2. Whenever teams i and j play (intending to win) an independent Bernoulli random

variable with parameter pij is drawn to decide who wins. The parameter pij may differ

between pairs, but does not change if i and j repeat a matchup.

Model 1 is commonly used in the literature, but we will see (e.g. in Theorem 4.3.1) that it

is insufficient for tournaments where teams are likely to meet more than once. We therefore

introduce Model 2. Our model is still a simplification of the real-world (for example, teams

may learn about each other in their first match against each other and make adjustments for

their rematch, altering the probability of winning), but our assumptions are fairly minimal.

More practically, recall that our goal is to understand whether teams would intentionally lose

games, when those teams know that previous teams that did so were disqualified from the

tournament – our model does not need to be perfect, just accurate enough that the threat

of disqualification will overwhelm any lower-order effects we have not considered.

We will need the following basic tournament designs repeatedly, so we introduce them

here: a round robin tournament involves every team playing every other team once, and

ranking the teams based on the number of wins. This design is often used as a subtournament,

with teams divided into groups and playing the round robin design only within their groups,

with some teams eliminated and others advancing to the next stage of the tournament. A

single elimination tournament (or SET), sometimes called a “knockout” tournament, is

a tournament on 2i teams. At each stage, the remaining teams are paired and each plays

one game; the teams that win advance to the next round and the losers are eliminated. One

can view this tournament as a binary tree, where the leaves are the teams, and each internal

node is a match to be played (between the teams in its child nodes).
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4.2 2012 Badminton Incident and Olympics Response

In this section we discuss: the 2012 incident, the modifications made for the 2016 tournament,

and show that the modifications were insufficient to actually make the tournament monotone.

4.2.1 2012 Badminton Incident

The 2012 tournament utilized a common group-play-then-knockout format. The competitors

were divided into “groups” of four teams each. Each group plays a round robin tournament,

where the top two teams in each group5 advance to a “knockout” round (i.e. a single elimi-

nation tournament). In the 2012 games, the position of teams in the SET was determined by

finish in the groups (and known in advance to the competitors). Entering the final matches

of group play, prior results led to the scenario in Figure 4.1. The final match of Group A

(between X and Y ) is the one we will study, which both teams attempted to lose.

Notice that the mapping of teams to their location in the knockout bracket is fixed by the

results. The final match in Group A was between teams which were guaranteed to advance.

The only stakes were who the teams would play in the knockout. Moreover, because the

matches were played at different times, the identities of D1 and D2 (the teams advancing

from group D) were known as well. Based on known team strengths, the most likely results

of games among some teams in the knockout are those shown in Figure 4.1.

Looking at the bracket, (and assuming that C1 and C2 will be fairly comparable) the

incentives for X and Y are clear, but bizarre. The goal of each team would be to avoid team

D2 as long as possible (there is a small chance of an upset in any game; the further from D2

in the bracket, the better the chances of an upset happening before having to play them).6

Thus the teams would prefer to be A2, and thus want to lose their final match.

5That is the two who won the most games, with ties broken by measures of margin of victory.

6Under normal circumstances, the seeding was supposed to incentivize winning the group, but an upset
in Group D caused the best team in D to be seeded as the second place team, and reverse the incentives.
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Group A
X 2-0

Y 2-0

Team 3 1-2

Team 4 0-3

D2

D1

A1

A2

C2

C1

B2

B1

D1

𝑌𝑋

D2

Figure 4.1: Left: The state of Group A before X and Y played their match. Middle: The

assignments of teams that advance from the groups to the positions in the knockout. Right:

The likely results of matches between X, Y and the teams advancing from Group D, an edge

from u to v means it would be expected that u wins when playing v.

4.2.2 Olympics Response

The Badminton World Federation (BWF) responded to the 2012 scandal by altering the

tournament. The change adopted for 2016 was to randomize the draw for the knockout

stage with the stated goal that the secondary draw would “eliminate any player’s thoughts

about actively trying to lose a match or matches, irrespective of other match results” [Ber].

Below, we give a formal mathematical statement of the tournament design used in 2016,

and show that this game format does not solve the problems in the old game format in that

it is not monotone. The official description of the rules for 2016 and 2020 can be found at

[dra, Section 5.4.1.2].7

The competition is played in two stages— a group play stage followed by a knockout

stage.

7There is at least one potential ambiguity in the official statement – exactly how far away teams from
the same group must be placed. The actual draws produced in 2016 makes the interpretation we give the
only possible one.
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A1

D1

1

C1/B1

B1/C1

0

2

3

5

4

6

7

Figure 4.2: The knockout seeding for 2016 and 2012.

During group play, we maintain a scoreboard allowing us to order the teams according

to their performance within the groups. To transition to the knockout stage, we pick two

top teams from each group’s ordering. Call these teams {A1, A2, B1, B2, C1, C2, D1, D2},

where the letters indicate group and the number indicates their finish.

To define the knockout stage, number the positions of the bracket 0, 1, . . . , 7 from top to

bottom (see Figure 4.2).

Place A1 in position 0 and B1 in position 4. Now place C1 and D1 into positions 2 and

6, deciding which goes where uniformly at random. Finally, to place A2, B2, C2, D2 in the

remaining spots: choose an assignment uniformly at random from among those which have

no teams from the same group playing each other in the first round.

The winner of knockout stage is declared the winner of the competition. This finishes

the definition of the new Olympic format.

4.2.3 Flaws in the format

We now show that the redesign failed, and that the 2016 design is still not monotone, and

indeed, that a repeat of the 2012 incident is a real possibility. We begin with a description

of two known methods of manipulation, and show that each is still possible. The heart of
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each of these examples is not novel – both are adapted from examples in Pauly’s paper on

the original incident [Pau14].

Pauly’s results do not apply directly to the redesign (in particular, all designs discussed

in the paper are deterministic). We have not seen any commentary in the literature on the

redesign, so to the best of our knowledge, this observation is novel.

We use the notation φ(X ) to represent the ordered pair of teams advancing from group

X . In the first type of manipulation, a team can alter which team advances with them into

the knockout stage of the tournament in order to improve their own chances of winning.

Example 4.2.1. We show that a team (A) can manipulate who advances out of their group

to increase their chances of avoiding a superior team (X) in the knockout. Let A,B,C,D be

in group A and X be in group D. Consider a tournament with the following relationships.

• A beats all other teams (including teams in other groups) except X

• X beats all other teams except C

• C beats D, X, and all teams that advance to the knockout except A

• B beats C

• D beats B

Consider Group A with players A,B,C,D. If all teams play at full-strength, A wins the

group, and a tie-breaking rule will choose the second-place team. Suppose that rule picks B.

Team X will win group D, so by the relationships above, X and A will advance to the finals,

where X becomes champion.

Now suppose A throws its game to C so that after group play. φA = (A,C).8 A and X

are now forced to be on opposite sides of the bracket. The second-place teams will be placed

8A tie-breaker will decide the rankings of A and C relative to each other. We assume A can manipulate
the results to win the tie-breaker as well. Since the tiebreakers are various ways of measuring margin of
victory, A will be able to manage this goal if it wins its first two matches by a sufficient margin.
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so that teams from the same group do not play in the first round. With probability 2/3, C

will be placed in the bracket such that it will meet X before the finals, allowing A to become

champion. Thus, A can improve its probability of becoming champion by 2/3 by intentionally

losing a match.

In the second type of manipulation, a team can intentionally qualify second in the group

in order to improve their probability of winning the competition.

Example 4.2.2. We show team A can manipulate seeding to increase its chances of becoming

champion. Suppose A would win all matches in group A if playing at full strength. We

use φ(X ) to denote the (ordered) pair of teams advancing out of group X . Suppose that

φ(B) = (C,D), φ(C) = (E,F ), and φ(D) = (G,H). Group A has one game left between A and

B such that if A wins, φ(A) = (A,B); otherwise φ(A) = (B,A). Now consider a tournament

graph with the following characteristics:

• A beats {B,C,E,G} and loses to {D,F,H},

• B beats {D,F,H},

• For i ∈ {B, C,D} and j ∈ {A,B, C,D}, φ(i)
1 beats φ

(j)
2 ,

• All other teams lose to the qualifying teams for knockout phase.

If A decides to win against B in the above mentioned game, thereby qualifying as φ(A) =

(A,B), then by the seeding rules, A would play one of {D,F,H} in the first round of the

knockout causing A to be eliminated. On the other hand, if A threw the match in question,

then it qualifies as φ(A) = (B,A). A will play one of {C,E,G} in the first round of the

knockout and win. Furthermore, all of {D,F,H} will be eliminated after the first round

since they will be playing a player that can beat them. This implies that A can beat any of

the teams remaining and will be the winner of the tournament.
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We have made the situations above quite extreme to make them as simple as possible to

understand. However, these examples are quite robust to small changes in the design of the

tournament or in the results. For example, a common practical technique to minimize the

chances of these incidents is to have the final matches for all groups start at the same time

(the World Cup utilizes this technique, for example). The examples our robust to this change

– in Example 4.2.1, if X somehow comes in second in its group, A still benefits by bringing

C to the next round (though it is less likely that C will meet X in time). In Example 4.2.2,

A benefits as long as the majority of the groups come out as expected.

Extreme setups are not required to make a tournament non-monotone. Indeed, consider

the exact scenario from 2012, with an upset happening in group D, and the members of

group A (each with 2 wins and no losses) playing only to determine ranking. They will both

still want to lose. Note that the bracketing process does not treat groups equivalently – A1

and D1 are forced to be on opposite sides of the bracket. An A1 vs. D2 matchup would

happen in each round of the bracket with probability 1/3. On the other hand, A2 cannot

meet D2 in the first round, and meets it (or the team that beat it) in the second round with

probability only 1/6. The advantage has been slightly decreased (and made harder for non-

experts to recognize), but in the exact situation from 2012, there is still significant incentive

for teams to lose. The non-monotonicity of this tournament is not an esoteric matter only

for theoreticians, it is only a matter of time before teams are incentivized to lose again.

4.3 Double-Elimination Design

Having shown the first redesign failed, we now turn to how the BWF should redesign their

tournament. In this section we describe our alternative design, and prove that it has the

desired features. We will cover the practical benefits of this tournament in detail in subsec-

tion 4.3.3, but it is worth briefly describing why we felt the need to go beyond the designs

already in the literature. A (randomized) single elimination tournament (that is, making the

entire tournament a “knockout” phase) is known to be Condorcet-consistent, monotone, and

minimally manipulable (in the 2-SNM sense) [SSW17]. Despite these wonderful properties,



71

D

L2

A

W4

B

L3

L1

C

1

2

3

W1

W3

4
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W2

Figure 4.3: The bracket for a 4-team double elimination tournament. Games are numbered,

in red. The winner of game i is denoted by Wi and the loser by Li. Games 1,2, & 3 are the

“winners’ bracket”, 4 & 5 are the “losers’ bracket”, and 6 is the “final”

the BWF did not choose this design when they remade the tournament (and this decision

could not have been from ignorance of the design – a single elimination tournament was used

prior to 2012). Instead the designers chose to modify the two-stage system and preserve

group play. They must have seen a tremendous benefit to the group play to preserve it. The

primary benefit of group play is the guarantee of multiple matches for each team. In a single

elimination tournament, half of the teams play only one match (as they lose their first and

are immediately eliminated). With group play, every team is guaranteed three matches.9

We propose replacing the round robin competition in group play with a different tourna-

ment structure (still played in groups of 4). Our design is an altered knockout that adds a

second “losers’ bracket.”

A 4-team Double-Elimination Tournament (DET) has the following format (see Fig-

ure 4.3).

In the first round, team A plays team B, and C plays D. In the second-round the winners

9Though a team may be de facto eliminated after two matches, it will still play its third match (consider,
for example, teams 3 and 4 in Figure 4.1 after each losing to X and Y ); every team is still “alive” after
their first match, though they may need games they do not play in to have a certain result to advance.
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of round one play each other, and the losers play each other. After these games, some team

has lost two games and is eliminated, another has won two games and advances to the finals.

The two remaining teams (which have won one match and lost one match) play each other

in the third round, with the winner advancing to the finals and the loser being eliminated.

In the finals, the two remaining teams play each other a single time, with the winner being

the champion (regardless of who won if they played previously).10

Our overall tournament design is the following:11

Olympic Tournament Design

Phase 1: Divide the teams into groups of 4 (arbitrarily), and have each group perform a

4-team DET. The winner of each DET advances to the next phase.

Phase 2: Place the DET winners (arbitrarily, as long as placement does not depend on the

results of Phase 1) into a knockout bracket. The winner of the knockout bracket is the

champion.

4.3.1 Models

Recall we have two models for the outcomes of matches:

1. Whenever two teams play (intending to win) the same team always wins.

2. Whenever two teams play (intending to win) an independent random variable is drawn

to decide who wins. The distributions may differ between pairs, but is the same

distribution every time a given pair plays.

We start by showing why Model 1 is insufficient for understanding this tournament.

10A more common version of a double elimination tournament has the teams in the final play up to two
games, with a team being eliminated when it gets its second loss overall in the tournament. This design
is not monotone in general.

11In our design, we have tried to follow the current Olympic format as closely as possible, while ensuring
monotonicity. A more “obvious” use of our design would be using 4-team DET recursively; this would be
monotone, but requires more games than our proposed approach.
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Theorem 4.3.1. The outcome of a 4-team-DET is equivalent to the outcome of a 4-team-

SET under Model 1.

Proof. Let A,B,C,D be the four teams under Model 1. Let x, y ∈ {A,B,C,D}, be the

teams that meet in the final round of the DET, where x and y come from the winners’

bracket and losers’ bracket respectively.

Note that the winners’ bracket of the DET (until the final round) has the same match-ups

as the SET. That is, the winner of the SET is x. We want to show x is also the DET’s winner.

Observe that it suffices to show x and y already met in the winners’ bracket. Indeed, in that

case, y must have lost to x. Thus, x will win again in the final and become the champion.

Suppose, for contradiction, that x and y have not met before the final round. Then y

must have lost to some other team, z, in the first round. Since x advances to the final round,

z must have entered the losers’ bracket, but this leads to a contradiction as z would have

eliminated y in game 5.

Thus x is DET’s winner as well.

In the real-world a double-elimination tournament may have a different outcome than a

single-elimination tournament (such tournaments are used in practice for exactly this reason),

so we need to introduce Model 2.

It will suffice to prove our results in Model 2, as Model 1 is just the special case where

each match is won by some team with probability 1.

4.3.2 Manipulability Results

We can now turn to proving our main result. Observe that to show monotonicity, it suffices to

argue that for every game, any team would prefer its situation after winning to its situation

after losing (since the probability of becoming champion when playing at full-strength is a

convex combination of the probability of becoming champion after winning or losing).

We start with the subtournaments. The key intuition for this proof is that a loss will

either eliminate a team or force them to win a superset of matches they would have played
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had they won.

Theorem 4.3.2. Under Model 2, a 4-team DET is monotone.

Proof. Let A,B,C,D be the four teams in the tournament. By symmetry it suffices to show

monotonicity with respect to A.

Clearly, there is no benefit to losing if A is already in the loser’s bracket or in the finals

(as a loss causes the probability of winning the tournament to be 0). Thus it suffices to

consider whether A wants to lose in the first game (Game 1 in Figure 4.3) or in the second

round of the winners’ bracket (Game 3).

First we consider losing in Game 3. Without loss of generality, suppose A’s opponent in

Game 3 is C and B advanced out of Game 4 (the first game in the losers’ bracket). If A

loses, then it must beat both B and C to win the tournament. On the other hand if A wins,

it must beat only one of B or C to win the tournament. Thus it is no harder for A to win if

it advances to the finals.

We now consider the first game of the tournament. For any teams x, y let pxy be the

probability that x beats y when they both play at full strength.

If A loses the first game, it will have to beat every other team in turn to become champion,

which occurs with probability

pAB · pAC · pAD.

If A actually wins the first game, its probability of becoming champion is

pACpAx + (1− pAC)pAypAC ,

where x ∈ {B,C,D} is the team that advances out of the loser’s bracket if A wins game 3

and y ∈ {B,D} is the team that won game 4.

It suffices to show that

pAB · pAC · pAD ≤ pACpAx + (1− pAC)pAypAC .
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Dividing through by pAC (if pAC is 0, A has no chance of becoming champion, so this division

is well-defined), it suffices to show

pAB · pAD ≤ pAx + (1− pAC)pAy.

If x is B or D then pAx alone is at least pABpAD. Otherwise, x is C, and we have:

pAx + (1− pAC)pAy = pAC + (1− pAC)pAy ≥ pACpAy + (1− pAC)pAy = pAy ≥ pABpAD

as required.

We get our main result almost immediately:

Theorem 4.3.3. The Olympic Tournament Design is monotone.

Proof. Phase 1 is monotone by Theorem 4.3.2. Phase 2 is inherently monotone since losing

a match results in elimination. Finally Phase 1 and Phase 2 are completely independent by

construction.

It is worth contrasting Theorem 4.3.2 with a result of Stanton and Williams. They define

a double elimination tournament on arbitrarily many teams and show the following theorem.

Theorem 4.3.4 ([SW13, Section 4.2]). Under Model 1, a 16-team DET is not monotone.

We note that there is no contradiction between these results – intuitively, a large double

elimination tournament is not monotone, because by strategically entering the losers’ bracket

one may be able to avoid meeting a superior opponent in the winners’ bracket and further-

more avoid them in the losers’ bracket as well (before hopefully advancing to the finals). A

four-team DET has no such possibility: there are simply not enough teams available to avoid

facing a team by going into the losers’ bracket.

We now briefly measure the quality of the Olympic Design with respect to other measures

in the literature. The most common alternative measure of strategy-proofness is 2-SNM-α.



76

Recall that this is a measurement of how significantly a pair of teams can increase their

combined probability (i.e. the sum of their individual probabilities) of becoming champion

by altering the results of the matches they play against each other. Consistent with previous

work on the topic, when considering randomized designs, we fix the pair which will attempt

to collude before revealing the randomness.

We call a 4-team DET “randomized” if the identities of A,B,C,D are selected uniformly

at random before the start of the tournament (define a “randomized-SET” analogously).

Theorem 4.3.5. Under Model 1, a randomized 4-team DET is 2-SNM-1/3.

Proof. Observe that there are 3 possible arrangements with equal probability: A could play

any of B,C, or D in the first round.

It suffices to show that if two players decide to collude, they cannot improve their com-

bined chance in arrangements where they do not play each other in the first round. Since

there are two such arrangements out of three for each pair, this shall prove the theorem.

Consider the arrangements where A is not playing B in the first round. We show that

there is no game in which they can alter the result to their combined benefit. First, note

that if A and B both end up in the losers bracket at the end of the first round, then collusion

does not benefit them. There is some team that can beat A and a different team that can

beat B. But A and B would have to play these opponents again before they can win the

tournament, so the combined probability of winning is zero with (or without) collusion.

With the exclusion of the above case, A and B can meet each other only in Game 3 or

in the final. Regardless of the result of Game 3, another team wins the tournament only

if they beat A and B once each (Game 3 only decides the order in which those games are

played). Thus manipulating the result does not increase their probability of winning. Finally,

manipulation in the final round is useless as one of them becomes champion regardless.

It follows from the above argument that A and B cannot improve their combined chances

by manipulating results unless they meet in the first round. This matchup occurs with

probability at most 1/3, giving the bound.
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Note that 1/3 is the optimal α for size-2 coalitions among Condorcet-consistent tourna-

ments (under Model 1) [SSW17].

Combining with known results, we get that a randomized version of our Olympic Design

is optimal under Model 1.

Theorem 4.3.6. Under Model 1, a randomized Olympic DET Design is 2-SNM-1/3

Proof. Phase 1 is 2-SNM-1/3 by Theorem 4.3.5. Phase 2 is 2-SNM-1/3 by [SSW17, Theorem

3.3]. Since teams cannot play each other in both phases, the tournament overall is 2-SNM-

1/3.

Recall that Model 1 is not the best way to understand the how this tournament works in

the real-world (based on Theorem 4.3.1, for example), so we do not interpret this theorem

to mean there is no better tournament is possible. Indeed, under Model 2, we do not believe

the tournament is 2-SNM-1/3 (in Phase 1 both teams being in the losers’ bracket is not a

guarantee that the teams cannot win the tournament). Regardless, we do not believe this is

a practical threat to the tournament. It seems unlikely that Olympic athletes would form

coalitions, except between teams from the same country. The results above still holds if the

initial draw prevents teams from the same country from being placed in the same group (as

is currently required [dra, Rule 4.1]), and this would prevent collusion until at least Phase 2.

4.3.3 Practical Advantages

In addition to the theoretical benefits mentioned above, our proposed design offers several

practical benefits over its counterparts.

Firstly, recall from the beginning of section 4.3 that the BWF declined to use a single

elimination tournament (despite it being Condorcet-consistent, monotone and 2-SNM-1/3),

because most competitors are eliminated after relatively few games. The double-elimination

phase in our tournament design ensures that each team plays at least two games before it

is eliminated, while maintaining Condorcet-consistency and monotonicity (and 2-SNM-1/3

under Model 1). While not matching the three of standard group play, note that the only
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teams that do not play at least three matches are the ones that lose their first two matches.

In the current tournament, teams which have lost their first two matches are usually de facto

eliminated anyway,12 so the loss is minimal.

We also compare our design to a modification of 2016 Olympic format where the group

play phase is maintained, but we allow only one team to advance per group. Such a modifica-

tion to Olympic format should make it immune to the flaws we highlighted in subsection 4.1.3

but has drawbacks in practice. The group play phase suffers from the possibility of tied teams

(requiring a tie-breaker to choose the team that advances). Indeed, in the 2012 Olympics

badminton Women’s doubles tournament the two groups that did not have teams disqual-

ified each had a 3-team tie for first. In 2016, one group similarly ended in a 3-way tie.

Tie-breakers induce two difficulties. First, a three-way tie for first will create a team which

(a) is eliminated with only one loss and (b) defeated the team that advanced (perhaps even

the eventual champion). Such a team has a potential argument that it “should have been

the champion” (since it performed no worse than the eventual champion in group play, and

actually beat them head-to-head). Our design ensures that the team that advances won at

least half of the games against each opponent it played, eliminating that sort of argument.

Second, the schedule may give an inherent advantage to one of the teams in the tie-breaker.

When these ties occur, by the start of the third-match one of the three teams is de facto

eliminated (regardless of how it plays in that match, it could not advance). In those in-

stances, one should be concerned that the team will “give up” and not perform as well. In

that scenario, the team that plays them last could benefit in the tie-breaker from a large

margin-of-victory.

In addition to avoiding the problems above, we note a few benefits of our design. A

benefit of the 2012 and 2016 designs is that they can forgive an early loss. A team could

lose an early match (perhaps on a fluke or due to start-of-tournament jitters) and still have

12By which we mean, they cannot win the tournament regardless of the outcomes of the remaining
matches. In the women’s 2012 and 2016 tournaments, 12 teams lost their first two matches. Only two
were not de facto eliminated, and 8 of the 12 were playing in a match against another de facto eliminated
team.



79

a chance to advance. Our tournament increases forgiveness to very early losses. In regular

group play, a team with one loss must rely on the results of matches between other teams

to advance (to avoid being eliminated in a potential three-way tie for first). For double-

elimination group play, after a loss in the first two matches teams still “control their own

destiny” (as long as they continue to win, they will become champion, regardless of other

matches).

As a final practical note, the new design requires no more matches than the current one.

Indeed, (a subset of) the same schedule can even be used: Games 1 and 2 take the place of

the first matches of group play, 3 and 4 in place of the second matches. Game 5 takes the

place of the third matches of group play. Game 6 takes the place of the quarterfinals of the

knockout.

4.4 Conclusion

We have shown that, despite assertions to the contrary, the 2016 and 2020 Olympic Bad-

minton tournaments are vulnerable to manipulation – indeed were the exact situation from

2012 to arise, the teams would have significant incentive to lose. We provide a potential al-

ternative that (under some assumptions) provably has the best-possible strategy-proofness,

while maintaining every team playing at least two games and ensuring that an early fluke

loss will not eliminate a team. Moreover, the proof (or at least its intuition) can be easily

explained to the athletes: if you lose, you have to win all the games you would have otherwise

and an additional one. This ensures not just that they will not benefit from losing, but also

that they will not think they will benefit from losing.

We leave open whether there are better replacements for group play. In particular, a

tournament that forgave a first-loss (regardless of when it occurred) or one which had better

SNM properties would be of interest. Additionally, our format also does not allow for draws

(like the FIFA World Cup group play does). It would also be interesting to try to extend

these constructions to work with other numbers of teams – 3 team and 6 team groups are

used in other competitions. A 3-team version (or alternative), would be of particular interest,
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since the FIFA world Cup plans to transition to 3-team groups for 2026.

More generally, our work shows the importance of considering the exact scenarios practi-

tioners care about: there turn out to be constructions for n = 4 which we cannot extend to

the arbitrarily large n that theoreticians usually consider. Considering both regimes should

be of interest to the theory community and lead to more usable results.
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Chapter 5

CONCLUSION

We conclude with of a common thread in the work above and how it might apply to

future work. In all cases, the key technical insights used long-standing tools; we discuss

these tools again and whether they might be useful to further progress on these topics.

In Chapter 2, the key technical insight came from an analysis of the rotation poset, a

fundamental object in the study of stable matchings known since the 1980s. The rotation

poset is a powerful tool for understanding stable matchings, and it is doubtful we have

fully exploited its description in bounding the number of stable matchings. It is very likely

additional insight and a more careful argument could substantially reduce C from its current

value of 217.

In Chapter 3, the key tool was hierarchically separated trees, a tool developed in the

1990s. In this case, the tool has been used to its fullest extent in this problem – there are

metric spaces which induce Ω(log n) distortion, so a new tool would be required to break

this barrier. There is good reason to believe that breaking this barrier is not possible at all;

there is a lower bound on randomized algorithms that nearly matches the performance of the

best known algorithms (see section 3.3.1). Closing this gap remains open. Combinatorial

tools may well be suitable for generating a new lower bound, but significant care would be

required to improve over the current bounds by the necessary log log n factor.

In Chapter 4, we needed simply the definitions of the problem and axioms of probability.

The obvious open problems in this area is to adapt our group play design to handle different

numbers of teams and allowing matches to end in draws. The literature on this problem so

far has only used combinatorial tools – they will likely continue to be well-suited to these

problems, but we will need new insights to really extend these results to answer the open
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questions.

The age of the tools used did not prevent us from making progress: Chapter 2 makes

significant progress on a problem open since the 1970s, while Chapter 4 includes (to the best

of our knowledge) the first non-trivial proof of monotonicity of a tournament. Meanwhile,

in Chapter 3, we are able to connect ideas from two previously-separate lines of literature

on closely related problems.

Of course, we do not mean to suggest that more modern tools are not incredibly useful.

We simply observe that classic tools can still be employed both to make progress and to

make connections in the literature, and are likely to be useful in further progress on these

problems.
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